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Size is a crucial parameter in the delivery of nanoparticle therapeutics, affecting 

mechanisms such as tissue delivery, clearance, and cellular uptake. The morphology of 

nanoparticles is dependent both upon chemistry and the physical process of assembly. 

Polyplexes, a major class of non-viral gene delivery vectors, are conventionally prepared by 

vortex mixing, resulting in non-uniform nanoparticles and poor reproducibility. Better 

understanding and control of the physical process of assembly, and mixing in particular, 

will produce polyplexes of a more uniform and reliable size, optimizing their efficiency for 

laboratory and clinical use. 

“Mixing” is the reduction of length scale of a system to accelerate diffusion until a uniform 

concentration is achieved. Vortex mixing is poorly characterized and sensitive to protocols. 
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Microfluidic systems are notable for predictable fluid behavior, and are ideal for analyzing 

and controlling the physical interaction of reagents on the microscale, realm where mixing 

occurs. Several microdevices for the preparation of DNA polyplexes are explored here. 

Firstly, the staggered herringbone mixer, a chaotic advection micromixer, is used to observe 

the effects of mixing time on nanoparticle size. Next, a novel device to surround the reagent 

flows with a sheath of buffer, preventing interaction with the walls and confining the 

complexation to a zone of lower, less variable shear and residence time, is used to 

demonstrate the role of shear in nanoparticle assembly. Lastly, uneven diffusion between 

ion pairs produces a small separation of charge at fluid interfaces; this short-lived electric 

field has a significant impact on the transport of DNA over the time scales of mixing and 

complexation. The effects of common buffers on the transport of DNA are examined for 

possible applications to mixing and complexation. These three investigations demonstrate 

the importance of the physical process in polyplex assembly, and indicate several important 

considerations in the development of new protocols and devices. 
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CD Convection-Diffusion 
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CV Coefficient of Variation,          

DLS Dynamic Light Scattering 

FEM Finite Element Method 

GHK Goldman-Hodgkins-Katz equation 

LJP Liquid Junction Potential 

NS Navier-Stokes 

N/P ratio of PEI nitrogen to DNA phosphate 

PDI Polydispersity Index,        
 

  
  

PDMS Polydimethylsiloxane 

PEI 

PEG 

Polyethylenimine 

Polyethylene glycol 

SFD Sheath Flow Device 

SHM 

TEM 

oligo 

Staggered Herringbone Mixer 

Transmission Electron Microscopy 

A nucleic acid oligomer (< 100 bp) 

erf the error function 

µ mean 

σ standard deviation 

υ dynamic viscosity, 1 x 10-3 Pa∙s for water 

x horizontal axis, orthogonal to primary flow (length, mm or m) 

y horizontal axis along mixer length, primary axis of flow (length, µm or m) 

z vertical axis, orthogonal to primary flow (length, µm or m) 
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u linear flow rate along channel length (y, m/s) 

v linear flow rate across channel width (x, m/s) 

w channel width (along x axis, µm or m) 

h height of main channel (along z axis, exclusive of grooves, µm or m) 

l mixer length (along y axis), in cycles (SHM) 

d length per mixer cycle (SHM) 

a distance in the x-z plane, orthogonal to fluid interface  

p(n=m) probability that a variable, n, is equal to a value, m 

P(n<m) cumulative probability that a variable, n, is less than a value, m 

δ mean thickness of the fluid core (SFD, µm) 

L a characteristic length used for calculation of dimensionless groups (m) 

Ld diffusion length (m) 

    mean diffusion length,           (m) 

Li minimum distance from a fluid element to the interface (m) 

tmix mixing time, CV ≤ 0.1 or I ≥ 0.9Imax (s) 

tres residence time (s) 

Re Reynolds number,     
   

 
, in which L = h 

Pe Péclet number,      
  

 
, in which L = w/2 (SHM, T-sensor device), L = δ/2 (SFD) 

Da 

 

Damköhler number for a 2nd order reaction, relative to tmix,      
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Background 

Context 

Nanomedicine 

One of the fastest growing fields of the past two decades, nanotechnology, the study of 

matter only 1 nm – 250 nm in length scale, has significant potential in the field of medicine. 

The small size of nanoparticles (Figure 1) allows relatively fast transport, reactivity, and 

tissue access, and properties different from those of the bulk material. Current 

nanomedicine encompasses two major areas: diagnostics and therapeutics. 

 

Figure 1: The relative scales of nanomedicine, chemistry, and biology. Objects are presented in approximate log 

scale. Portions of the figure were excerpted from the following sources [1-2] 
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Diagnostic nanoparticles for in vivo use, encompassing fluorescence and MRI contrast 

agents, utilize nanocrystals to enhance detection [3]. These collections of atoms are 

typically quite small, frequently only a few nm, though coated particles may be larger. 

Generally, such agents measure 1 – 100 nm in diameter. The arrangement of the atoms at 

the surface dominates the physics and chemistry, giving them unique properties. Quantum 

dots (QDs) are semiconductor nanocrystals with properties superior to conventional 

fluorophores: relatively broad absorption, but narrow emission, and no photobleaching, 

allowing longer imaging of multiple targets in vivo [4-6]. Colloidal gold nanoparticles can be 

used to observe molecular interactions via fluorescence quenching [7-8]. Superparamagnetic 

iron oxide nanoparticles are excellent contrast agents for magnetic resonance imaging 

(MRI) [9-10]. Because these nanoparticles are so small, they have excellent tissue access in 

vivo, and conjugation with a targeting group enables detection of, for example, cancer 

metastasis, and incorporation with a therapeutic nanocomplex would allow monitoring of 

the biodistribution of that agent. 

While therapeutic nanoparticles include photosensitizers, radiosensitizers, and therapeutic 

ultrasound agents [11-12], the most common therapeutic nanoagents are typically vehicles 

carrying pharmaceutical payload, and they are usually larger than nanocrystals, but 

usually < 250 nm [3]. Many drugs have poor aqueous solubility, and encapsulating them in 

a carrier allows a greater effective dose to be delivered. Packaging therapeutic agents also 

protects them from degradation in the blood, and can reduce systemic toxicity. 

Furthermore, the circulation time can be increased, and the drugs can be released at a 

controlled rate or in response to their environment [13]. This in turn can lower the 

frequency of dosing and minimize systemic side effects by limiting delivery to a target 

tissue. Additionally, nanoparticles present an alternative vaccine strategy, by delivering 
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antigens directly to antigen-presenting macrophages [14]. As of 2013, 45 nanoparticle-based 

drugs had been approved by the FDA, with nearly 100 in trials; the majority of these drugs 

are either contained within liposomes or bound by polymers [15]. 

The pharmacokinetics of nanoparticles in vivo fundamentally differ from those of small 

molecules, with different transport properties, cellular associations, and clearance 

mechanisms (Figure 2). The specific interactions of nanoparticles in vivo are independent of 

the interior or function of the nanoparticle, but depend strongly upon surface chemistry, 

size, and shape. Though the agents may be delivered locally to the target tissue, that is not 

always possible, and systemic delivery presents several significant barriers.  
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Figure 2: Systemic barriers to nanomedicine delivery. Systemic clearance occurs chiefly via the liver (a), kidneys 

(b), and spleen (c). Bare nucleic acids are readily degraded by serum nucleases (d). Nanoparticles are also 

removed from circulation by binding with serum proteins (e), leading to aggregation and clearance, opsonization 

by circulating antibodies (f), which facilitates removal by macrophages (g), and interactions with the endothelial 

surface (h). In order to reach target tissues from the vasculature, nanoparticles must escape through fenestrae 

(i).Vascular system diagram borrowed from another source [21].The primary organs to remove 

nanoparticles are the liver, spleen, and kidneys. In the liver, particles > 200 nm are most 

efficiently cleared by the Kupffer cells, while renal filtration is limited to particles < 8 nm; 

macrophages in the spleen remove a broad range of particle sizes, but phagocytosis is most 

rapid for particles < 200 nm [3, 16-17]. Buildup of non-biodegradable material in these 

organs is a major cause of nanoparticle toxicity [18]. Another major clearance mechanism is 

phagocytosis by the reticuloendothelial system (RES), accelerated by opsonization and 

nonspecific binding of blood proteins to the particles [19]. Serum contains more than 0.7 

g/ml proteins, most of them negatively charged; however, significant adsorption still occurs 

on particles with negative zeta potentials, as well as those with positively charged and 

hydrophobic surfaces, though the both the rate and type of protein deposition differs [20].   

Because this protein binding affects the ultimate size and surface properties of the 

nanoparticles, it also impacts biodistribution and clearance [20]. Furthermore, interactions 

with some proteins, such as fibrinogen, promote inflammation and contribute to the toxicity 

of the nanoparticles [22-23]. Polyethylene glycol (PEG) is a neutral, hydrophilic polymer 

known to significantly reduce nonspecific binding (Figure 3). PEG does not interact either 

electrostatically or hydrophobically with other species, and the polymer provides a steric 

hindrance to interactions with the material beneath [24]. Though antibodies to PEG have 

been reported, the effect seems to be dependent upon the chemical linkage, and PEG itself 

is regarded as non-immunogenic [25].  Modifying nanoparticles with PEG substantially 

reduces clearance by the liver and spleen, increasing circulation time, and is popularly 

regarded as a safe, effective way to improve nanoparticles for in vivo use [20, 26-32]. 
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Figure 3: PEG structure (left) and function (right) as a non-fouling agent for nanoparticles. PEG can be 

chemically conjugated to the surface, incorporated using an amphiphilic version such as PEG stearate, or 

included pre-fabrication as part of the polymers or lipids that compose the nanoparticle. The hydrophilic PEG 

localizes to the exterior of the particle and sterically inhibits interactions with the surface, reducing protein 

deposition and aggregation. 

Another tissue with which circulating nanoparticles must interact is the vascular 

endothelium. Size impacts the behavior of nanoparticles in vascular flow, and their 

tendency to adhere to the walls; flow analysis suggests that a diameter of 120 nm 

maximizes the time to migrate toward the vessel wall, thus increasing circulation time [33]. 

Several groups are investigating non-spherical particles to modify flow behavior, biological 

interactions, biodistribution, and drug release kinetics [34-38].  

To reach the target tissue, the nanoparticles must exit the bloodstream, or extravasate. 

This process is strongly dependent upon the local endothelium in the vessels, but the most 

porous, the discontinuous endothelium of the liver, spleen, and bone marrow, only has gaps 

of 30-500 nm [39-40]. Smaller particles are more likely to pass through these small 

openings. Once the nanoparticles arrive at the target tissue, they must be internalized to 

deliver the therapeutic payload. Because they are too large for passive transport across the 

membrane, this generally occurs via endocytosis [41]. Particle surface properties and 

targeting molecules play a significant role in this process, but it is also strongly dependent 
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on size. Several models of the energetic and kinetic limitations to endocytosis have been 

designed, and the optimal particle diameter shown to be 50 – 60 nm [42]. However, the size 

of the endocytotic vesicle ranges from 90 – 120 nm, depending upon the mechanism of 

uptake [43]. 

Based upon the mechanisms of clearance, interactions within the vasculature, 

extravasation, and endocytosis, the ideal size of a therapeutic nanoparticle appears to be 50 

– 100 nm diameter, though the actual delivery efficiency depends heavily on the surface 

properties of the particles and the specific target tissue. Nonetheless, the biodistribution 

and clearance, and, therefore, the efficiency and toxicity of a nanomedicine are extremely 

sensitive to size. 

Nanotechnology presents some unique challenges to regulation. The connection between 

size and both the performance and safety of nanomedicines has garnered significant 

attention, and, as it is not a parameter considered for previous technology, many feel that 

current metrics and standards may not be sufficient [44]. However, the situation becomes 

more confusing, as nanotechnology frequently defies the conventional FDA categorizations 

of drug, biologic, or device, with many systems blurring the boundaries [45]. Thus, 

nanomedicine is a field with new principles, properties, and problems, and it does not fit 

into the conventional regulatory structure. It is crucial for those evaluating safety and 

setting guidelines to understand this relatively new field, and so the FDA set up a 

Nanotechnology Task Force in 2007, though many remained uncertain as to whether this 

approach would help or hinder the approval of new therapeutics [46-48]. The study 

concluded that regulation requires better, more appropriate metrics for quality and safety, 

and a focus on product stability and uniformity [49]. Thus, consistent, uniform size is one of 

the most crucial parameters to nanoparticle performance and to regulatory approval. 
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Nucleic acid therapeutics 

Transfer of genes from one organism to another has enabled countless discoveries over the 

past several decades, ranging from studies of gene function and regulation [50-51], disease 

models [52-53], and the production of engineered proteins [54-56]. While initially, 

recombinant gene expression was limited to bacteria and yeast, higher organisms followed, 

and gene delivery to humans became a feasible goal [57]. The “holy grail” of gene delivery is 

gene therapy, in which DNA is introduced to the cells of a patient to replace the function of 

a deficient gene—a possible cure for a host of genetic diseases, like cystic fibrosis and severe 

combined immunodeficiency disorder (SCID), and even some acquired diseases such as type 

1 diabetes and cancer [40, 58].  Rather than ongoing treatment with drugs to manage 

symptoms, a patient would express the gene product endogenously, in quantities controlled 

by regulatory sequences. Thus, a type 1 diabetic, for instance, could produce insulin in 

response to blood sugar levels. In addition to monogenic disorders, gene therapy also holds 

great potential in the treatment of cancer, with the majority of current clinical activity 

focusing on a range of cancer targets; cardiovascular disease and therapeutic angiogenesis 

also shows promise as a disease target [59]. However, safety and efficiency are major 

hurdles to overcome before such therapies can be practical [60]. To date, over 1800 clinical 

trials of gene delivery have been approved, though only about 20% of them are beyond 

phase I or I/II [59]. Nonetheless, the great potential of gene therapy still renders it an 

attractive goal, and progress toward practical therapeutic use in human continues [61]. 

Another notable therapeutic strategy is gene knockdown via either antisense or RNA 

interference (RNAi).  In 1978, Stephenson and Zamecnik successfully used sequence-

specific oligonucleotides binding to inhibit gene translation [62]. If the antisense binding 

spans an RNase H cleavage site, which occur relatively frequently in the genome, the 
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nuclease degrades the mRNA; antisense binding can also modify splicing and 

polyadenylation [63-66]. DNA oligos are usually preferred for their superior serum stability, 

which can be further improved by backbone modification [67]. Vitravene (fomivirsen), a 

modified antisense oligodeoxynucleotide (As-ODN) drug, was developed by Isis 

Pharmaceuticals, Inc., for the treatment of cytomegalovirus retinitis, an HIV-associated 

condition, and in 1998 became the first nucleic acid therapeutic approved by the FDA [68]. 

Better treatment of HIV reduced the frequency of the condition, and Isis stopped marketing 

it in 2008 [69], but its approval paved the way for further development of antisense and 

nucleic acid therapeutics.  

Regulation of gene expression by endogenous RNA was first discovered in plants in 1986 

[70]; this discovery led to the development of RNA interference (RNAi) as an alternative 

therapeutic strategy [71]. Native RNAi requires 60-80 base single-stranded micro RNA 

(miRNA)to bind to mRNA in the cytoplasm, triggering the RNA-induced silencing complex 

(RISC), which activates endonucleases to cleave the bound RNA preventing translation 

[72], a mechanism of the cellular defenses against viral infection. However, this typically 

elicited only nonspecific reactions in mammalian cells, until it was discovered that shorter 

double-stranded RNA could produce the desired gene knockdown [73-74]; these 20-25 bp 

fragments are small interfering RNA (siRNA). Interestingly, RNA can also activate gene 

expression (RNAa) [75]. There are several reasons for the popularity of RNAi and antisense 

as a therapeutic method. Though similar in cellular uptake and duration of action, RNAi 

produces significantly greater gene knockdown effects than antisense[67]. Unlike the 

delivery of plasmid DNA and RNase H-dependent As-ODNs, siRNA and miRNA only 

require cytoplasmic delivery, and produce only short-term effects, rendering them both 

easier and safer to use. While the formulation and delivery remain a challenge [76], 
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different therapeutic targets do not require the development of distinct vectors, 

significantly reducing the costs and risks of an RNAi pipeline [77-78]. Furthermore, the 

relatively recent discovery has left the IP space relatively open for commercialization [77]; 

the awarding of the Nobel Prize in 2006 to Fire and Mello for RNAi only fanned the flames 

of corporate interest in the technology [72]. Using oligonucleotides to regulate gene 

expression is a potential therapy for viral infection and cancer, and has already been shown 

to successfully treat macular degeneration, and large companies such as Roche, Novartis, 

and AstraZeneca have invested millions in the over the past 5 years [79-81]. Both antisense 

and RNAi are hot properties for the pharmaceutical industry [78, 82-84].  

An additional mode of therapeutic utility for nucleic acids is as a customizable molecule for 

specific binding. Unlike gene delivery, RNAi, and antisense, aptamers do not rely on either 

the genetic information or complementary base binding of the oligonucleotide sequence, but 

rather upon their shape and affinity for a chosen target. These single-stranded oligomers 

are not found in nature, but are developed to bind a particular target by in vitro affinity 

screening and selection, via a process commonly referred to as SELEX [85-86]. The second 

nucleic acid therapeutic approved by the FDA came in 2004 with Macugen (pegaptanib), an 

anti-VEGF aptamer for the treatment of wet age-related macular degeneration [87]. 

Though aptamers lack many of the biological and delivery challenges of other nucleic acid 

therapeutics, with nuclease resistance conferred by their three-dimensional shape and 

modified nucleotides [87-88], they do have in common the challenges of the development 

and production of a relatively new class of therapeutic agents.  

Production of nucleic acids in the necessary quantities for therapeutic use is another 

challenge to development. Plasmid DNA is relatively simple to amplify via bacteria; 

improvements in bacterial strains, growth conditions, and purification have been made, but 
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the process has remained largely the same for decades [89]. Oligo DNA and RNA, on the 

other hand, are more complex to produce. For conventional large-scale synthesis, solid-

phase phosophoamidite chemistry is used, with the growing chains linked to resins in a 

packed column [90-91].  Though the process is now carried out with automated synthesizers 

[92], costs go up as oligo length increases; longer oligos are more likely to contain errors. 

The scale of such synthesis is also relatively low, with “large scale” defined as 1 – 10 g 

quantities. This translates to between 20 and 30,000 doses, depending upon administration; 

with many therapies requiring dosing every two weeks, that would be sufficient for only a 

few thousand patients at best [87, 93-95]. Many consider oligo synthesis to be a limiting 

factor, adding to the cost of the resulting drugs. Macugen, for instance, was initially priced 

at $800/dose [96-97]. Nonetheless, some companies report a total manufacturing capacity 

upwards of 30 kg/year, and improved methods, such as modified columns and the use of 

dinucleotides to reduce the steps in the synthesis of larger oligos [91, 97]. An alternative 

synthetic technique, polymerase-endonuclease amplification reaction (PEAR), allows in 

vitro PCR amplification of oligos, potentially increasing both yields and purity [98]. Despite 

such improvements in oligo synthesis, any optimization of agent fabrication and delivery 

remains of great interest to facilitate drug manufacture and lower costs. 

Vectors 

Though nearly 20% of gene therapy trials have utilized naked DNA, this requires either 

local administration to the tissue, or ex vivo transfection of cells [59]. Both Vitravene and 

Macugen rely upon intravitreous injection to treat the retina [87, 94]. Naked nucleic acids 

are vulnerable to nucleases and do not readily enter cells; RNA and DNA must be packaged 

for good transfection with systemic administration. Gene delivery vectors are generally 

divided into two major classes: viral and non-viral. Fundamentally, viruses are gene 
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delivery machines, evading the immune system to deliver a payload of nucleic acid to a 

particular cell type. These properties have been fine-tuned by evolution over countless 

generations, and so engineered viruses have naturally been considered the ideal vectors for 

gene delivery.  

Viral systems do, however, have considerable drawbacks. Because viruses are pathogens, 

their capsids typically produce strong immune reactions, which can be a significant risk for 

in vivo use [99]. Retroviruses, such as lentivirus, also have the potential to insert the 

transgenes into the host chromosome, which, though enabling persistent expression of the 

genes, may cause cancer by disrupting the host genome [100]. Due to the relatively high 

efficiency of viral gene delivery, more than ¾ of clinical trials focus on such vectors [59]. 

However, the previously unforeseen safety issues have led to general caution concerning 

human use—the only gene delivery product on the market is an adenoviral cancer 

therapeutic, and was approved only in China [101]. Furthermore, because viral genomes 

are relatively small compared to those of higher organisms, the capacity of viral vectors is 

limiting. Though the transfection efficiency is considerably lower, non-viral systems are 

favored for their relative safety and ease of preparation. 
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Figure 4: Relative scale of gene delivery vectors.  The 5.7 bp gWiz GFP plasmid (a) has a hydrodynamic 

diameter of 114 nm [102], while a 22 bp DNA oligo (b) would measure only 7.5 nm, and the diameter of 25 kDa 

branched PEI is around 8 nm [103]. Adenovirus, a popular viral vector (d), measures 70 – 90 nm [104], while 

liposomes (e) and polyplexes (f) for nucleic acid delivery typically measure between 20 and 500 nm.Non-viral 

methods typically rely on cationic species to interact with the polyanionic nucleic acids to 

condense and package them. Histones, viral capsid proteins, and the polyamines spermine 

and spermidine all utilize this feature to compact DNA in nature, and synthetic compacting 

agents are also cationic. Though DNA can be complexed with a large variety of positively 

charged molecules and structures [105], the most common agents are cationic lipids and 

polymers.  

Lipid-complexed DNA forms vesicular structures called lipoplexes. The technique has been 

in use for decades, and Lipofectamine remains a common standard for transfection 

efficiency [106]. Particularly with the addition of neutral “helper lipids”, lipoplexes readily 

associate with membranes and facilitate release of DNA from the endosome [40, 95, 107]. 
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6% of clinical gene therapy trials have involved lipid-based vectors [59]. However, 

variations in fabrication and an incomplete understanding of structure remain drawbacks 

of such systems [108]. Uniform and reproducible structures are crucial to reliable 

transfection efficiency and in vivo behavior for both lipid and polymer-based systems. 

A wide variety of polymers can be used to compact DNA into polyplexes, most commonly 

poly-L-lysine (PLL), chitosan, diethylaminoethyl-dextran (DEAE-dextran) and 

polyethylenimine (PEI) [109]. A major advantage of polyplex systems is the ability to create 

multifunctional systems via copolymers and conjugated ligands and labels for targeting, 

uptake enhancement, enhanced biocompatibility, nuclear localization, and tracking [29-30, 

108]. 

Barriers to Cellular Delivery 

For successful nucleic acid delivery, the DNA or RNA must cross the cell membrane and 

enter the cytoplasm (Figure 5). While RNAi only requires cytoplasmic delivery, knockdown 

by RNase H or gene expression only occur if the plasmid or oligo enters the nucleus. 

Unless the cell membrane is either physically breached or disrupted, as by microinjection, 

particle bombardment, or electroporation, the vector must be taken up by endocytosis [107-

108, 110-111]. Though physical means can be efficient and exhibit low toxicity to cells in 

vitro, they are considerably less feasible for anything beyond localized gene delivery to 

accessible tissues in vivo [108], limiting the utility of the method. Endocytosis does not 

require direct access to the cells, increasing the range of possible physiological targets. 

Furthermore, the inclusion of particular ligands on the surface of the vector both increases 

efficiency and enables transfection of particular cell types [112].  
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Figure 5: Schematic of cellular transfection. The vector is typically internalized via endocytosis (a), which may 

be aided by inclusion of a targeting ligand. The endosome (b) begins to acidify (c), and will eventually become a 

lysosome (d), degrading its contents. Before this occurs, the nucleic acid must escape the endosome into the 

cytoplasm (e). There, transgenes or antisense DNA must be transported to the nucleus (f) to function. By 

contrast, siRNA and miRNA operate directly in the cytoplasm (g), but may be digested by endonucleases 

(h).Once the vector has been taken up by endocytosis, it is contained within a vesicle called 

the endosome, which the cell acidifies to digest the contents [113]. In order to enter the 

cytoplasm, the vector must contain some mechanism to rupture the endosome. Typically, 

this involves fusogenic peptides or lipids, buffering capacity, or a pH-driven change in 

hydrophobicity to disrupt the lipid bilayer [40, 114]. 

This is sufficient for RNAi, but in order to achieve gene expression, plasmid DNA and 

antisense oligos must enter the nucleus and release from the vector. The nuclear pore is 

approximately 55 nm in diameter, so most gene delivery vectors require active transport 

through the nuclear pore complex [111]. Transport can be considerably enhanced by the 

inclusion of nuclear localization signals (NLS), but efficient entry to a non-dividing nucleus 
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remains a major hurdle for effective gene delivery [115]. Given the difficulty of nuclear 

transport, maximizing the amount of DNA internalized per transfection event is crucial to 

achieve good expression. However, the release of nucleic acids within the cell triggers an 

innate immune response via the Toll-like receptors (TLR). Double- and single-stranded 

RNA and CpG-containing DNA, present during viral or bacterial infection, trigger TLR3, 

TLR7, and TLR9, respectively [116], all of which are localized to intracellular 

compartments to probe endocytosed material [117]. Though TLR9 is the primary trigger of 

inflammation by DNA administration, other, less-understood mechanisms also contribute 

to systemic toxicity [118]. Thus, higher doses, even when internalized by the target tissue, 

are undesirable. 

Achieving the right balance is a considerable challenge.  The nucleic acids must be well 

packaged for protection, but still release readily within the cell [119]. The vector must be 

small enough to successfully reach the target tissue, but large enough to contain sufficient 

DNA or RNA for activity. The choice of vector system and its physical properties are crucial 

to effective gene delivery. Size, in particular, is a crucial factor for evading the immune 

system, tissue access, endocytosis, and overall transfection efficiency [120-123]. 

Overall challenges to clinical use 

Regardless of the type of nucleic acid therapy, delivery to cells in vitro and in vivo remains 

the primary barrier. Though non-viral delivery is preferable for the increase in payload and 

reduction in immunogenicity, transfection efficiencies remain low, with 5%-10% 

transfection in vitro for good vectors, and considerably lower in vivo [124].  Furthermore, 

increasing the therapeutic dose is not feasible; therapeutic doses of DNA for humans range 

from 150 µg to 2 mg [94, 124-125], a large amount to produce, given the short duration of 

transfection (< 2 weeks), and larger doses increase immune response and toxicity. 



www.manaraa.com

 

16 

 

Therefore, it is of great interest to maximize efficiency of delivery. While mechanisms such 

as tissue-specific targeting and shielding by PEG [29, 126] assist in this goal, size remains a 

crucial parameter to increase efficacy and reduce the necessary dosage and accompanying 

adverse effects. Moreover, because it affects bioavailability, clearance, and toxicity, size is of 

great importance for all nanomedicines, and good control and characterization are essential 

to the development of new therapies for regulatory approval and clinical use [44, 47, 127]. 

The system 

DNA and charged polymers 

Polymers have significantly different properties than their substituent monomers or other 

small molecules. Many consist of hundreds or thousands of units; their large size severely 

limits their diffusion. The  number of functional groups tethered in close proximity has a 

large effect on the kinetics and thermodynamics of interactions [128]; and their 

conformation and, thus, their interactions are sensitive to hydrodynamic forces [129-130]. 

Charged polymers, such as DNA and PEI, also behave quite differently than smaller ions. 
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Figure 6: A deoxyriboguanine nucleotide (left), and the crystal structure of DNA, from PDB structure 3BSE 

(right) [131]. The negatively charges phosphates of the spiraling backbone are oriented outward, while the bases 

form hydrogen bonds in the center (dashed magenta lines). Guanine (shown, left) and cytosine form three 

hydrogen bonds, while adenine and thymine form two. The green species in the structure are Mg2+ ions 

The complex structure of nucleic acids gives them some fairly unique properties. The most 

common form of DNA is a B-form double helix, in which the hydrophilic sugar-phosphate 

backbone is oriented outward (Figure 6), spiraling around the hydrogen bonded and 

horizontally stacked base pairs [132]. The interior is a hydrophobic environment, and a 

number of intercalating dyes take advantage of this property [133]. RNA may be either 

single or double-stranded, but is better known for complex secondary structures, as in 

tRNA, rRNA, and ribozymes [134-135]. When single-stranded, either nucleic acid is 

relatively flexible and prone to self-association into secondary structures such as hairpins. 

Double-stranded nucleic acids, on the other hand, are quite stiff, with a persistence length 

of 50 nm, or about 150 base pairs [136-137]. Thus, oligos are relatively rigid, particularly 

when < 50 bp (16 nm). Longer DNA molecules, such as plasmids, are flexible over their 
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length, but the hydrodynamic radius and diffusivity of even a 5.8 kb molecule are still 

strongly influenced by its mechanical structure-- supercoiled, open circle, and linear [102].  

The phosphate groups have a pKa near 0, and so the molecule carries a charge of -2 for each 

base pair, a substantial charge density [135]. This electrostatic charge gives large DNA 

molecules an electrophoretic mobility similar to those of much smaller ions (Table 1, Aim 3). 

Furthermore, this charge density creates a local potential field, and results in substantial 

interactions with neighboring ions and water molecules [138-140]. Counterion shielding by 

monovalent species has little effect on the electrophoretic mobility at low concentrations 

[141-145], but transient interactions with buffer ions can have an effect [146]. As significant 

as DNA and RNA interactions with counterions are, the association with water molecules is 

of far greater magnitude. While each base pair may interact with one or two ions, there are 

20 hydration sites [147-148], making the polyelectrolyte a truly complex environment. 

Water molecules tend to accumulate in the minor groove (Figure 7), resulting in local 

concentrations around the DNA 2 to 6 times greater than the bulk [149]. DNA is a 

relatively large molecule with intricate structure, with a large, complex, semi-ordered 

population of molecules surrounding it. 

 

Figure 7: Results of a molecular dynamics simulation of DNA and associated ions and water molecules by 

Yonetani, et al. [149]. Marked regions represent where the concentration of water is > 2.25 times the bulk 

concentration, indicating strong attraction and long-lived associations. 



www.manaraa.com

 

19 

 

Polyethylenimine (PEI) is a polycationic polymer, noted for complexation with DNA to 

produce relatively high transfection efficiency [150]. PEI is, therefore, a model transfection 

agent for in vitro studies. It is typically branched (Figure 8), with primary, secondary, and 

tertiary amines at an approximately 25/50/25 ratio [151-152], though linear PEI, consisting 

entirely of secondary amines, is also popular. This efficiency is attributed to the “proton 

sponge” effect, as the buffering capacity of the molecule exceeds the cell’s ability to acidify 

the endosome, ultimately building osmotic pressure until the vesicle ruptures [150, 153]. 

The density of titratable nitrogen atoms gives the molecule this large buffering capacity, 

though their proximity causes interactions between them; thus pKa must be determined 

empirically, and is both pH- and concentration-dependent [152]. The major drawback to 

PEI is its cytotoxicity. Free PEI associates with serum proteins and disrupts the plasma 

membrane, while internalized PEI damages the mitochondrial membrane [154]. However, 

other polymer and lipid formulations have similar problems [155]. Toxicity varies with the 

size and form of the PEI, as does transfection efficiency [151, 156-157], and PEI remains a 

popular condensing agent for nucleic acid transfer [28, 158-160].  

 

Figure 8: The formula and structure of branched PEI. Linear PEI contains only secondary amines, but branched 

PEI consists of primary, secondary, and tertiary amines, giving the molecule complex behavior with varying pH. 

 



www.manaraa.com

 

20 

 

DNA complexation and complexes 

The large negative charge of DNA results in significant interactions with cationic species. 

However, when the charge of the counterion is 3 or more, the interaction is both stronger 

and longer-lived, such that the charge on the DNA is largely neutralized [161-162]. When 

this occurs, the DNA falls out of solution and into a compact colloidal phase. This is the 

principle behind the compacting ability of spermine, histones, and viral capsid proteins, but 

will occur with any large cationic species, including cationic lipids, and polymers such as 

PEI. 

Though electrostatic forces are responsible for much of the self-repulsion of a 

polyelectrolyte, and for the strong attraction between those of opposite charge, charge 

neutralization alone is not responsible for the compaction of DNA. In fact, the majority of 

the stiffness of DNA is due to its structure alone [136], and this stiffness is still apparent in 

the compact nanoparticles[163]. The primary force is actually dehydration of the molecule. 

                         

Equation 1: Equation stating the free energy required to hydrate a molecule.        is the favorable van der 

Waals interactions between the first shell waters with a macromolecule,        is the unfavorable entropic 

process of forming a clathrate cavity to fit the macromolecule, and      are the other electrostatic interactions 

between the water and the macromolecule [128]. Once the charge on the DNA has been 90% 

neutralized, the favorable interactions with water (    , Equation 1) are substantially 

reduced, and the energy of hydration is no longer favorable, and the complex becomes 

hydrophobic [161-162, 164]. Though compaction of the large DNA molecule and condensing 

agent physically restricts them, reducing their entropy, the large number of water 

molecules previously associated with it—roughly 20 per base pair—gain entropy, and 

collapse of the polymer reduces the number of waters in a clathrate.  
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Though the principles of polyplex formation are constant, they can be assembled differently 

for different applications. Of course, the small size and inherent stiffness of oligos prohibits 

any major deformation, so, given a small and/or flexible condensing agent, notable structure 

is unlikely, and complexes will adopt a globular morphology; longer DNA, however, shows 

some unique behavior of biophysical interest. Many studies focus on the nuances of 

structure, packing, and thermodynamic limits favor small condensing agents like spermine 

and hexamine cobalt, and low N/P ratios to maximize observation of the DNA backbone 

[165-167]. Size and polydispersity are controlled by sequence-directed nucleation templates 

or the gentle techniques of dialysis with small condensing agents or changes in salt 

concentration to initiate complexation [165, 168]. In such studies, the inherent stiffness of 

the DNA backbone results in the formation of toroids and rods (Figure 9, a and b), 

minimizing both the surface area to water and the need for sharp bends. For larger DNA, 

the minimum size of a nanoparticle is dependent upon the radius of curvature of the DNA, 

as the toroid is the most densely packed, energetically favorable geometry [168-170]. 

For gene delivery applications, on the other hand, biocompatibility and transfection 

efficiency of the compacting agents and polyplexes is of paramount importance, so polymer 

systems at higher N/P ratios are used, and mixing is typically achieved by vortexing [27, 29, 

119, 157, 171]. The resulting particles are typically less structured, and more variable in 

size and shape (Figure 9, c and d). The bulk properties of the nanoparticles and function as 

transfection agents are the crucial properties, so size and polydispersity are often the only 

two parameters reported. Clearly, the fabrication process for gene delivery is considerably 

more difficult to control.  

Though formulation parameters such as concentration, salts, and N/P ratio are the 

conventional means of manipulating polyplex properties, the assembly kinetics are a strong 
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determinant of size and polydispersity. The manner and order in which reagents encounter 

each other has a significant impact on the final particle properties [172]. Characterizing 

and controlling the physical aspects of the process will lead to particles of more uniform and 

reproducible parameters. 

 

Figure 9: Images of assorted DNA complexes. TEM image of particles formed by hexammine cobalt (a, scale bar 

is 100 nm) show the stability of the toroid structure [169]. Real-time monitoring of complex formation with a 

PEGylated poly(amido amine) via AFM (b, scale bar is 300 nm) reveals the process of toroid growth, and the 

development of rods, which are less stable, due to the need for tight bends at either end [173]. TEM image of the 

less controlled assembly conditions with PEI (c, scale bar is 1 µm) and DOTAP (d, scale bar is 1 µm) produce 

more variable particles, which may not produce the toroid structure before aggregation [174]. 

Equilibrium vs. kinetics 

The interaction conditions affect the nanoparticle formation because the complexation is 

kinetically controlled; the desired endpoint is not a global energy minimum. Considering 
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the hydrophobic nature of the condensation, the thermodynamic endpoint would be 

complete phase separation with minimal surface area presented to the solvent (Figure 10). 

In fact, one of the chief problems of non-viral vectors is their instability in solution, and 

tendency to grow and eventually aggregate over time, unless the kinetic trapping is 

enhanced by PEGylation of the particles, or the nanoparticle concentration is sufficiently 

dilute that further interactions are unlikely [29-30, 164, 175-178].  

 

 

Figure 10: Schematic of relative energy states during DNA complexation. Because the polyelectrolytes are 

strongly attracted, Ea1 corresponds to transport effects, and is significant only at very low concentrations. The 

increase in global entropy from the release of associated water molecules is strongly favorable, but, given the 

size of the system, the lowest energy conformation is not guaranteed and other structures, such as rods or 

globules, are likely, depending upon the size of the DNA, the nature of the condensing agent, concentrations, 

and buffer conditions. The DNA and condensing agent can undergo rearrangements, and develop into toroids 

over time, but large scale rearrangements require several high-energy conformation steps, so this process is 

slow, and Ea2 is relatively large. Ultimately, the lowest energy state is a complete phase separation, but this 

requires transport of the complexes via diffusion to within the necessary range for interaction; Ea3 depends upon 

the concentration, and may be lower than Ea2, such that toroids never form within the system. However, 

PEGylation of the complexes effectively raises Ea3 by providing a steric barrier to interaction, and stabilizing 

the complexes. 

Kinetic control is common in chemistry and nanofabrication [179-183], and also appears to 

be at work in DNA complexation. The carefully controlled conditions of biophysical 
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experiments (e.g. dilute solutions, dialysis, and long observation times) are specifically to 

achieve a thermodynamically optimal result: well-structured DNA toroids [161, 163, 169-

170]. Under such conditions, the minimum particle size is dependent upon the radius of 

curvature of the DNA, and the resulting particle size is a function of nucleation-growth 

kinetics (Figure 11) [167-170, 184]. However, particle size and stability are highly sensitive 

to both the relative (e.g. N/P or charge ratio) and absolute concentrations of the species 

[175, 185-187]. Thus, suspensions at clinically useful concentrations typically to have a 

finite lifetime before aggregation [164, 174-176], unless a shielding agent such as PEG is 

used [11, 27-28, 30]. 

 

Figure 11: Illustration of nucleation-growth kinetics. The simultaneous development of many nuclei (a) spreads 

the material over a larger number of bodies, producing smaller particles; when nuclei are scarce (b), the system 

produces fewer, but larger particles. The process depends upon both the energy barrier to nucleation relative to 

that of deposition, and the timing of transport. The balance of those barriers dictates the relative rate constants 

of the nucleation and deposition processes, while the transport defines the local concentrations of species and, 

thus, the local rates of those processes [188]. Smaller particles are more likely in a homogeneous system (i.e. one 

that is well-mixed), while a system introducing fresh material to existing nuclei encourages deposition, rather 

than self-nucleation, and, thus, larger resulting particles. 

The range of and intensity of the electrostatic attraction makes the initial interactions quite 

rapid—on the order of 1 ms [189], though further growth occurs over minutes, with near-

complete aggregation within 24 hours [164, 175]. This difference in energy and timing for 

the processes produces a meta-stable, kinetically trapped state. A large zeta potential, or 
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surface charge, increases the stability of the suspension, as the complexes repel one 

another, but this destabilizes them in vivo. Although the DNA and condensing agents 

retain some mobility within the complex [189], the energy required for disentanglement 

and rearrangement into a more thermodynamically stable state  is such that the rate is 

quite slow; at clinically relevant concentrations, complexes are more likely to diffuse and 

encounter each other until they reach such size as to fall out of solution (Figure 12). 

Relatively high concentrations are required for therapeutic use, biasing the system toward 

greater interactions between complexes, and, therefore, larger particles and potential 

aggregation. To produce good quality particles at relevant concentrations, deliberate kinetic 

trapping is necessary. One way to do that while minimizing particle size, at least for point-

of-care use, is to accelerate the complexation [182]. As polyplex assembly is largely 

transport-limited, due to the size of the species, the mixing process is of paramount 

importance.  Though growth and accumulation continue over minutes to hours, the initial 

interaction occurs in < 50 ms [173, 175-176, 178, 190-192]. While the behavior of DNA 

under shear prevents further measurement resolution, it also means that the process 

remains transport-limited under any slower method. Thus, the kinetically trapped state 

will depend upon the specifics of the mixing process, and controlling that process will 

control that state. 
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Figure 12: Illustration of force as a function of distance between species. For simple species with opposing 

electrostatic charges (red dashed trace), the force is proportional to the magnitude of charge, and the inverse of 

the square of the distance. For charged polymers, the maximum distance for attraction is quite large, and the 

initial interactions are rapid. Weakly charged species, such as DNA/PEI complexes, do not interact over long 

distances, and may repel if the zeta potential is large enough. However, large zeta potentials reduce stability in 
vivo, and low surface chares permit interactions. At short distances, the electric double layer and van der Waals 

forces do produce attractive interactions (green trace) [193], and the hydrophobic nature of complexation causes 

unshielded complexes to adhere.. Suspensions of DNA complexes are stable over short time scales, but will 

ultimately aggregate over a few hours [164] unless a minimum separation is maintained, either by reducing 

concentration to limit interactions, or physical separation by PEGylation. 

Key principles and techniques 

Microfluidics 

Reynolds number and laminar flow 

A microfluidic system is defined as one in which at least one dimension is less than a 

millimeter. The many processes and materials behave quite differently at such small 

dimensions, and several dimensionless parameters describe these differences of scale. 

Perhaps the most crucial is the Reynolds number (Re), which describes the ratio between 

inertial forces to viscous forces [194].  

    
   

 
 

Equation 2: Reynolds number, describing the relationship between inertial and viscous forces in fluid flow. L is 

the characteristic length (m), usually the smallest dimension of a system, u is linear velocity (m/s), ρ is fluid 

density (kg/m3), and ν is the dynamic viscosity (Pa*s).The small dimensions of microfluidic systems 
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usually result in low values of Re, in which viscous forces dominate. For low flow rates and 

small dimensions, Re < 0.1, creeping flow results, and the fluids track with the walls in 

streamlines independent of the flow rate. Turbulence sets in at Re > 2100, and only 

extremely high flow rates can produce this in a microchannel. At intermediate flow rates, 

flow remains laminar, but the momentum of the flow may be evident, producing 

recirculation and eddies dependent upon the flow rate (Figure 13). Though most 

microfluidics devices operate at low Re, mixers often require slightly higher values. 

 

Figure 13: Illustration of the effects of Re on streamlines passing a post. Flow proceeds from top to bottom, line 

thickness indicates relative velocity. At low Re (left), flow is dominated by the viscous effects of the walls, and 

streams follow the geometry closely. At higher Re (right), momentum forces the fluid past the post, leaving a 

large stagnant region downstream. In other geometries, this may produce flow separation and pockets of 

recirculation. 

The ruling equation of microfluidic systems is the Navier-Stokes equation. For aqueous 

solutions in a microchannel, gravity is negligible and density can be considered constant, so 

the equation reduces significantly to,  

         

Equation 3: The Navier-Stokes equation, simplified for incompressible flow with no body forces.    is the 

pressure gradient in Pa/m, ν is the dynamic viscosity in Pa s, and v is the velocity vector in m/s. 

Re = 0.1 Re = 10 
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Such simple flow is highly predictable. This is largely due to the no-slip boundary of the 

ever-present walls. For fully-developed flow in a simple duct, this constraint produces a 

parabolic Poiseuille flow profile, which has several implications. The laminar nature of the 

flow dictates fluid fate, and elements of the fluid near the center of the channel will stay in 

the center of the channel, and those near the walls will stay near the walls in the absence of 

diffusion or advection or other disruption to the flow. The no-slip boundary at the walls 

creates large gradients of velocity and residence time, leading to such complications as 

shear forces, Taylor dispersion (Figure 14), and “the butterfly effect” [195-196]. These 

phenomena can prevent mixing and complicate analysis, but they also render flow and 

solute movement highly predictable and controllable. Microfluidics are an extremely 

powerful tool, due to the interesting properties of low Re flow. The unique properties of 

microfluidics have already been applied to the controlled assembly of complex 

nanostructures [197-202]. The behavior of such systems is predictable and easily 

characterized, making microfluidics an excellent way to control the mixing and 

complexation of DNA and PEI. Additionally, the unique phenomena of the small scale may 

be harnessed to further manipulate the assembly process. 

 

Figure 14: A representation of Taylor dispersion in two dimensions. The spatial variation of velocity in pressure 

driven flow can spread species out along the flow axis. In addition to distorting time-variant concentration 

profiles independent of diffusion (above, green trace), this also means that species experience varying residence 

times.  
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Mass Transport: Péclet and Damköhler Numbers 

Regardless of system scale, mixing occurs when the scale of diffusion reaches the scale of 

system variations, ultimately producing homogeneous concentrations. The dominant 

equations of mass transport are Fick’s first law of diffusion, which relates flux to a 

concentration gradient, and the general equation of convection and diffusion, which 

incorporates Fick’s second law and the continuity equation [194]. 

        

Equation 4: Fick's first law of diffusion, describing mass flux. J is flux (mol/m2/s), D is diffusivity (m2/s), and    

is the concentration gradient (mol/m4).
  

  
             

Equation 5: General equation of mass transport, including Fick's second law of diffusion for the change in 

concentration over time, along with convective transport and reaction terms. D is diffusivity (m2/s), v is the 

velocity vector (m/s), R is the reaction rate (mol/m3/s), and c is the concentration of interest (mol/m3).Another 

descriptor of importance is the Péclet number, Pe, which describes the ratio of convective 

transport to diffusion (Figure 15).  

         
  

 
 

Equation 6: Péclet number, describing the relationship between convective and diffusive transport. L is a 

characteristic length (m), u is linear flow velocity (m/s), and D is diffusivity (m2/s).While the small 

dimensions of a microfluidic device might suggest a small value for L, and therefore small 

values of Pe, this is not always the case in microfluidic devices. For flow rates measured in 

µL/s, the small dimensions frequently produce velocities on the order of 10 cm/s. 

Furthermore, in laminar flow, the length required for diffusion may remain fixed, while 

higher Re flow might assist in advection to reduce the length scale. Particularly for larger 

solutes like polymers, particles, and DNA, Pe can easily measure from 103 – 106
 in a 

microchannel. Such large values indicate sharp concentration gradients, and hint at the 

challenge of mixing in microfluidic systems. 
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Figure 15: Illustration of Pe. At high values of Pe (upper), solutes are predominantly moved by convection, while 

diffusion dominates for lower values (lower).  

For reacting systems, the Damköhler number, Da, is also worth consideration. It describes 

the relationship between the time for transport and the time for reaction. While the 

definition varies by both chemistry and geometry, two possible interpretations are of 

interest here: a local definition relating the reaction to mixing (Figure 16), and a device 

definition relative to the residence time, to evaluate reaction progress within the device.  

      
    

 

 
 

Equation 7: Damköhler number of mixing, relating the rates of reaction and diffusion for a second order 

reaction , where k is the rate constant (1/s), c is the concentration of the limiting species (mol/m3), Li is the 

Pe = 

10 

Pe = 0.1 
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length required for diffusive mixing (m), and D is diffusivity (m2/s).

 

Figure 16: Illustration of Da for a spatially-dependent reaction. The model depicts a solute reacting on a 

catalytic surface. At low values of Da (left), diffusion is faster than the reaction, and the reaction proceeds at its 

inherent maximum rate. For high values (right), the reaction is faster than diffusion, and the system is 

transport limited. At intermediate values (center), both factors contribute to the system reaction rate. 

To produce uniform reaction conditions, mixing should be faster than the reaction, and Da 

should be small. However, large values of Pe suggest that mass transport is limiting, and 

Da is correspondingly high. In such cases, the actual reaction progress may be much slower 

than the inherent rate suggests, entirely dependent upon other aspects of the system such 

as mixing. Multiple groups have pursued microfluidic preparation of DNA particles, but few 

have considered actual in-device mixing, and none has monitored the complexation within 

the device [203-209].  

 

Microfabrication 

Several different methods to fabricate microfluidic devices have been developed; among 

them are micromachining, chemical etching, in situ photopolymerization, and micromolding 

[210]. The optimal method depends largely upon the application, but soft lithography with 

Da = 0.1 Da = 1 Da = 10 
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polydimethylsiloxane (PDMS) is particularly popular [211]. The simplified process is 

illustrated in Figure 17.  

 

Figure 17: An illustration of the processes of photolithography and soft lithography. Clockwise, from upper left, 

a silicon wafer (a) is spin-coated with photoresist and baked until solid (b). The photoresist is cured in a pattern 

via exposure to UV through a photomask (c). Additional features may be added with another layer of photoresist 

and exposure. The exposed photoresist (d) is left when the uncured resist is removed by solvents (e). When 

PDMS is cast on this mold (f), a high-fidelity negative replica is produced (g), with channel spaces where the 

photoresist was. This piece can then be bonded to glass (h) or other PDMS by oxygen plasma. 

While PDMS has many advantageous properties (e.g. optical transparency, mechanical 

compliance, gas permeability, excellent feature reproduction), it is also quite hydrophobic, 

which is particularly problematic for many biological applications. Resistance to wet-out 

allows bubbles to remain indefinitely at low pressures, and deposition of proteins and other 

biomolecules is inevitable. Thus, considerable attention has been paid to surface 

modification strategies [212-220]. Treatment with oxygen plasma renders the surface both 

hydrophilic and activated for bonding to glass or other activated PDMS surface (Figure 18) 

[221], but the mobility of polymers within the material allows recovery of the hydrophobic 

surface within several minutes, unless the surface is protected from air [222]. One of the 
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most versatile and convenient chemistries of PDMS is covalent linkage with silanes (Figure 

19 - Figure 20).  Use of surface modification techniques to render PDMS hydrophilic is 

popular [212, 217], though because any functional group can be incorporated via silane 

chemistry, it is one of the most useful techniques. 

 

 

Figure 18: The surface structure of PDMS, and activation by oxygen plasma. Though oxygen plasma converts 

the hydrophobic PDMS surface to hydrophilic silanols, the mobility of chains in the material result in 

replacement of the hydrophobic surface within hours. Excessive plasma treatment results in a brittle surface of 

silicon dioxide. 

 

Figure 19: Activation of trimethoxy silanes. “A” represents an arbitrary functional group. The methoxy groups 

readily leave in the presence of water, leaving highly reactive silanols. 

 

Figure 20: Reaction between silanols. “A” represents any other group, including bulk PDMS, glass, or any 

functional group. This mechanism allows both the bonding of activated PDMS to activated PDMS or glass, as 

well as covalent surface modification with silanes. 
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Mixing 

Both on the macroscale and in the constrained flow of a microchannel, diffusion alone is a 

very slow process over any scale larger than a few µm, but mixing can be significantly 

accelerated by advection, or stirring, which reduces the lengths necessary for solutes to 

move from areas of high concentration to areas of low concentration.  

Active mixing in a microfluidic system is defined as any process which requires an outside 

input, such as acoustic waves, applied fields, or pulsatile flows [223-225]. Such devices can 

be extremely efficient, though fabrication and operation may be more difficult. Passive 

mixers rely simply upon the topography and configuration of the channel to redistribute 

fluid in the channel. Depending upon the mixing strategy, these devices may operate at low 

Re, but many depend upon inertia and higher Re to function [226-231].  

Though the lay definition of “chaos” is disorder and randomness, this is only the appearance 

of such a system, and not its true nature. Technically, “chaos” is a situation in which very 

small perturbations in initial conditions lead to very different outcomes [232]. As an 

example, consider stretching a piece of dough: two regions that were adjacent would become 

monotonically farther apart. However, when alternately stretched and folded in a baker’s 

transformation, two such regions will become closer of more distant depending upon their 

original positions and the point in the mixing process. Non-chaotic advection results in 

linear changes in length scales [233], while chaotic processes achieve exponential changes, 

and thus such processes are extremely efficient mixing strategies [234]. In a chaotic system, 

two adjacent elements of fluid at an inlet end up well-dispersed: chaotic mixing reflects the 

most efficient redistribution of fluid [235-238]. 
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A number of chaotic advection micromixers have been described [230, 239-241]. Among the 

simplest is the staggered herringbone mixer (SHM) from the Whitesides group [241]. 

Briefly, herringbone-shaped grooves in the floor of the channel force fluid from the center to 

the sides of the channel, ultimately producing circulation orthogonal to the primary flow 

axis. Because the vertex of these herringbones is offset from the center of the channel, fluid 

is transferred between the two sides. This offset alternates between sides of the channel 

with each set of grooves, transferring fluids across the centerline and disrupting the 

circulation centers on either side of the channel [233], ultimately producing the exponential 

stretching and folding characteristic of chaotic advection. 

Advection, though helpful, is not required for mixing in a microfluidic system. Since it is a 

reduction in length scale that ultimately facilitates diffusive mixing, the small dimensions 

of microfluidic systems can be utilized to reduce this length in a controlled fashion. The 

typical method is focusing one fluid stream between others, either in 2 or 3 dimensions. 

Confining one or more species to the center of the channel ensures a relatively uniform 

velocity, limiting any differences in residence time and dispersion effects. Furthermore, 

complexation can be accelerated by sheathing a key reagent in a core of excess smaller 

reagent. By controlling the flow rates, the width of the focused stream can be reduced to 

nanometers for extremely rapid mixing [242], though this requires very high linear flow 

rates and, depending upon the setup, high shear forces. Sheath flow can produce a core of 

intermediate thickness, on the order of 15 – 30 µm, with considerably less effort [243]. Such 

an intermediately sized core has the advantage of complexation without significant dilution 

of the core reagent, as well as easier recovery of the product. 

Application of microfluidics to the assembly of non-viral nucleic acid therapeutics is not 

novel. However, most previous investigations have only utilized microfluidics as a means of 
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controlling reagent ratios [26, 204, 208, 244], and those involving mixing only consider a 

single method, and do not observe the complexation within the device [203, 206-207]. To 

examine the actual impact of mixing, and it suitability for laboratory and clinical 

production of therapeutics, understanding the function of the device and its role in the 

complexation is essential. 

Measurement techniques 

Direct observation of complexes by atomic force microscopy (AFM) and transmission 

electron microscopy (TEM) give the most detailed view of the morphology, though adsorbed 

particles may not accurately reflect those in solution [173, 178, 184, 245-246]. Furthermore, 

because only a handful of complexes may be imaged at any one time, the information may 

not be representative of the full population, particularly if there is a large polydispersity. 

Microscopy is essential for a good understanding of the particles. However, while shape 

may play a role in in vivo behavior [33], size is a greater factor, and evaluating bulk 

characteristics is more important for clinical use than detailed morphology. 

 

Figure 21: Schematic of DLS analysis. Polarized laser light is directed at a colloidal suspension, and is deflected 

by the particles (a). The signal received by the detector at a particular position is a result of constructive and 

destructive interference patterns from all particles in the volume, and it varies as the particles move (b). The 

rate at which the signal changes, the autocorrelation function (c), indicates the magnitude of Brownian motion, 
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and, therefore particle size. Signals from mixed populations are separated by analytical software, though the 

strong dependence of scattering intensity on particle size makes large contaminants a problem, and smaller 

particles more difficult to measure. 

Dynamic light scattering (DLS) can yield information about the size distribution of the 

particles in a solution, and is a standard method for characterizing gene delivery particles 

and other nanoparticles (Figure 21). Laser light is scattered with an intensity proportional 

to the sixth power of particle diameter [247]. The autocorrelation of the scattered signal is 

measured over time to assess the rate of movement of the scattering species. The 

exponential decay of the correlation is evaluated to determine the motion of the scatterers, 

which gives the distributions of diffusive mobilities, leading to estimates of particle sizes. It 

does not, however, yield any information on particle shape. Furthermore, the scattering 

signal is relatively weak and sensitive to convection, so scattering cannot be used to 

monitor a complexation in a microchannel or during mixing. 

Many groups have tried to observe the polyplex assembly progress, though with limited 

results. Stopped-flow studies are limited by the sensitivity of DNA to shear forces, though 

the early phases of interaction seem to take place in less than 50 ms [129, 248]. Detailed 

studies of the growth phase have been done with light scattering over a time scale of 

seconds to minutes, though the long time scale is likely due to slow transport [175]. Direct 

observation of single complexes via AFM has shown that they rearrange to achieve 

stability, though the technique requires adsorption to a substrate, which may hinder any 

kinetic information [173]. It is difficult to separate the actual complexation time from the 

limitations of mass transport, but the key points of the process appear to occur over a ms-

to-s scale. Control of the mass transport in the system is tantamount to control of the 

complexation timing. Ethidium bromide is an intercalating dye with >10-fold fluorescence 

enhancement upon DNA binding [249]; between the charge neutralization and the stress of 

compaction on the DNA backbone, it is ejected upon complexation (Figure 22) [250]. 
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Therefore, an                  signal is a logical means of tracking DNA complexation; in a 

steady-state microfluidic device, location corresponds to timing, and, therefore, information 

about transport and process timing may also be revealed. 

 

Figure 22: Structure of ethidium bromide. The molecule intercalates between the DNA bases, causing a 100-fold 

increase in fluorescence. Because intercalation distorts the structure of DNA, ethidium bromide is largely 

ejected upon complex formation, allowing tracking of free DNA and observation of complexation progress. 

Computer Modeling 

While partial differential equations like Navier-Stokes and mass transport describe 

microfluidic systems completely, many systems have no precise analytical solution. As a 

result, numerical methods, which produce solutions over a set of points to match the 

equations, are often required. Computational fluid dynamics (CFD) is a powerful method to 

predict fluid behavior in microfluidic systems. There are several methods for modeling [251-

254], but the finite element method (FEM) is particularly useful and versatile. In a 

nutshell, the ruling partial differential equations (e.g. Navier-Stokes, Fickian diffusion) are 

reduced to a simpler set of ordinary differential equations. Multiphysics simulation is an 

indispensible analytical tool, because it can incorporate several interrelated phenomena, 
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such as fluid motion, mass transport, energy transport, and mechanical forces into a single 

model. 

 

Figure 23: Image of the mesh of points in a COMSOL model of the SHM. The equations are solved numerically 

over this set of points, giving an approximate solution for analytically insoluble problems. 

These models enable detailed analysis of a system prior to wet experiments, as well as 

prediction of phenomena not readily measured, such as the development of small eddies, 

force distributions, or the transient electric fields. However, there are limitations, and 

complete models of a system are often unattainable. The equations that define a system are 

solved for all variables over each point in the mesh (Figure 23), so going from a 1-

dimensional model to a 3-dimensional model with similar resolution increases the degrees 

of freedom, and therefore the size and complexity, by a power of 3. Sharp gradients, as are 

often generated by large values of Pe or Da, require extremely fine resolution to arrive at a 

convergent solution without significant instabilities. Phenomena taking place over small 

length and time scales may have negligible effects on macroscale systems, but their 

importance in microfluidic systems require adequate simulation. 
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Just as FEM analysis simplifies a system of PDEs, many systems need to be reduced to 

their important elements prior to modeling. Reduction of the dimensions of the system and 

awareness of symmetry can make simulation much easier without significant loss of 

information. Calculation of dimensionless groups, such as Re, Pe, and Da elucidates the 

dominant forces in the system. Those parameters and phenomena that are less important 

can often be safely approximated. However, it is essential to remember that the quality of 

model is entirely dependent upon whether the equations, boundary conditions, and 

parameters passed to it, and the assumptions made during setup are valid and appropriate, 

and all models must be tested experimentally to assess their accuracy. 

FEM modeling of the microfluidic systems allows prediction of behavior for better device 

design, as well as observation of behaviors not readily measured. Together these allow a 

better understanding of physical systems in advance of and beyond wet experiments.  
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Summary of work 

Size is a crucial parameter for the bioavailability, efficiency, and reduction of adverse 

effects for any nanomedicine. Better control of size and reduction of polydispersity would 

increase the efficacy and safety, and potentially reduce both development and per-dose 

costs of such therapeutics. Therefore, examination and exploration of the mixing process as 

a means to better understand and control the size of their fabrication, which is kinetically 

sensitive, is both novel and of considerable value. 

Using microfluidic systems, this investigation examines a system of DNA and PEI at 

clinically relevant concentrations to elucidate the importance of their physical interaction 

on nanoparticle properties. The strategies explored are accelerated mixing in a chaotic 

advection mixer (Aim 1), minimizing shear and variation of complexation conditions in 

sheath flow (Aim 2), and modifying transport via passive electrophoresis (Aim 3). The 

actual in-device complexation is monitored with ethidium bromide fluorescence, and the 

output of each device measured with DLS. 
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Aim 1: Mixing by Advection in the Staggered Herringbone Mixer 

Introduction 

The ideal DNA nanoparticles for clinical use would be relatively small (< 100 nm) [122, 

255], of low polydispersity (near 0.1) [127], and with high reproducibility. While a high N/P 

ratio does produce smaller, more stable particles, excess polycations may contribute to 

toxicity [154-155, 171]. Therefore, though the N/P ratio must be well separated from charge 

equivalence, it must also be limited. This means that during mixing, it will take longer for 

all of the fluid to achieve the stability of a high N/P ratio. Clinically relevant concentrations 

also bias the system toward larger particles and aggregation [186-187].   

The perfect conditions to produce small, uniform nanoparticles at high concentration and 

limited N/P ratio would be for the DNA and condensing agent to be mixed rapidly relative 

to the time scale of the interaction. However, the apparent complexation time is less than 

50 ms, so this scheme would require a high-shear device such as those used for stopped flow 

kinetics [248], which is likely to damage longer pieces of DNA [256]. Nonetheless, any 

improvement in mixing time reduces variation in assembly conditions, and will produce a 

more uniform result. 

The staggered herringbone mixer (SHM) is an efficient chaotic advection mixer that is 

simple to fabricate and operate (Figure 24, Figure 25) [241]. These characteristics have 

made it the subject of several analyses and variations [241, 243, 252-253, 257-262]. Though 

it is an effective mixer, the actual mix time and necessary operational parameters for an 

arbitrary system, such as DNA/PEI, had not been described. Such an analysis is necessary 

to evaluate mixer performance, and much of the following has been published in Lab on a 

Chip [261]. The practical aspects of using the SHM with the DNA/PEI system are then 
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presented, along with measurement of the complexation in the channel as a function of flow 

rate and the resulting polyplex size distributions. 

Evaluation of SHM function 

Before considering the more complex, interacting system of DNA and PEI, the performance 

and operational parameters of the SHM were explored via COMSOL modeling, a more 

general analytical model, and comparison with confocal micrographs of mixing at varying 

values of Re and Pe. 

COMSOL model 

 

Figure 24: One half-cycle of the staggered herringbone mixer (SHM) [261]. The points of the grooves are offset 

1/3 of the way across the channel. One complete cycle consists of two complementary half-cycles, with the 

herringbone grooves offset to opposite sides of the centerline. This was the functional unit used for modeling. 
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Figure 25: Rendering of an SHM channel, close up. The channel is 400 µm wide; depths are exaggerated by a 

factor of 5. The functional unit of the mixer is the paired half-cycles, and significant redistribution of fluid 

occurs after several complete cycles. 

The flow rate behavior of the SHM was simulated assuming an incompressible Navier-

Stokes (NS) model of a short section of the device (w = 410 µm in the across the channel x-

direction, h = 80 µm in the vertical z direction, 700 µm in axial y-direction; 3 grooves 50 µm 

in the vertical z-direction and 85 µm in the axial y-direction) using COMSOL 3.3a software 

(COMSOL Inc., Stockholm, Sweden). The inlet condition (y = 0) was set to mimic fully 

developed flow, the outlet (y = 700μm) was set to no pressure, and all other boundaries had 

a no-slip condition.  

Because the SHM functions by forcing fluid laterally across the channel, performance was 

evaluated as total flow across the channel (x-direction) normalized by flow along the 

channel axis (y-direction), 
   

 
 (Figure 26, a). This ratio remained constant at flow rates 

below 1 µL/s (Re = 2.7), when the inertia is insufficient to overcome shear against the walls. 
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Slight deviation occurred when flow was increased to 5 µL/s (Re = 14), and a large drop in 

fluid deflection (
   

 
) 

 occurred above 15 µL/s (Re = 36). The reason for this can be seen by observing streamlines 

(not shown) or vorticity (Figure 26, b). At low flow rates, the fluid follows the grooves 

closely, with only small amounts of recirculation in the corners. As flow is increased, these 

small eddies break down, resulting in a slight dip in vorticity, and higher flow rates produce 

a larger recirculation in the grooves, reducing the relative volumetric flow rate through the 

grooves and decoupling the flow in the grooves from the flow in the main channel, 

producing less advection. For flow rates of less than 5 µL/s (Re = 14), behavior is relatively 

constant. 

 

Figure 26: Evaluation of the SHM response to flow rate [261]. The ratio of velocity across the channel width (v, 

x direction) to velocity along the channel length (u, y direction) was used to quantify mixer function. Vorticity is 

defined as the curl of the velocity vector. Behavior is extremely consistent at low Re, where the viscous forces 

from shear against the walls dominates, but significant inertial effects such as recirculation begin to set in 

above Re = 5. 

Because fluid behavior is dominated by the walls at low Re, the streamline position is 

constant and all velocities scale. Furthermore, the mixer behavior is relatively insensitive 

to the actual dimensions of the channel, within a certain range [252, 257, 262-264]. 

A complete model of the mixer was then produced in half-cycle segments (10 herringbones 

over 2 mm length, Figure 24). This division of the model into short sections was necessary 
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to reduce the degrees of freedom and produce faster, more detailed models. Three NS 

solutions were created: the first half-cycle, with fully developed laminar input at 30 µL/min 

(Re = 1.4), and an “even” half-cycle and an “odd” half-cycle, with input from a previous unit, 

to simulate all successive units. The fluid motion from the three NS units was then used for 

the convection vectors in the convection-diffusion mode (CD) to model solute motion. The 

first half-cycle had an input concentration profile of a smoothed step function with 

concentration from 0 to 1 at the channel midline, and successive half-cycles were modeled 

with the output from the previous cycle. 

Pe was a limiting parameter for the models, so models were computed over a range of Pe = 

6.25 x 101 to 3.10 x 106, with varying accuracy (Figure 31). Obtaining a good model of the 

DNA-PEI system, with Pe on the order of 106, was impossible directly. Adaptive mesh 

refinement was used to resolve the sharp gradients, but the exponential stretching of 

chaotic advection prevented convergence until artificial diffusion was employed. This 

condition facilitates convergence by adding diffusion where concentration gradients are 

steep, though it reduces the accuracy of the model in the case of high Pe. This additional 

diffusion overwhelmed the magnitude of native diffusion in the case of high Pe, so an 

alternative method was developed to estimate mixer performance [261]. 

Analytical model 

Because the SHM redistributes fluid over the channel cross section efficiently, dispersion is 

significantly reduced; over the scale of one or more full mixing cycles, any solutes behave as 

though in plug flow [241]. Thus, the Poiseuille profile can be ignored, and the axial distance 

along the channel can be directly related to residence time as a function of flow rate; 

comparing the location in the mixer to expected diffusion length can give an estimate of 

mixing. 
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Consider two side-by-side inputs of solute and buffer at a particular distance along the 

mixer channel, where the fluids may be twisted and folded into thin layers. Mixing occurs 

when solute moves from one fluid to another, homogenizing concentration. This happens 

where and when the length scale of transport meets or exceeds the scale of the fluid layers 

in the y- and z- directions. Displacement by diffusion follows a normal distribution centered 

at 0, but the mean magnitude in one dimension,      is     . The probability that the 

distance which a solute in an arbitrary volume has diffused, Ld, not exceeding a particular 

distance, a, is  

         
 

 
       

 

     
   

Equation 8: Probability of a diffusing solute traveling less than a particular distance, a. 

When diffusing away from the fluid interface, the solute eventually encounters another, 

more distant interface (Figure 27, a-2). If a given layer is assumed to be flat and of 

thickness b, the mean minimum distance to an interface,    , will be b/4. If the solute in an 

arbitrary volume element must travel a in one direction, the mean distance to the other 

interface would be       , and the resultant 2-sided probability function during mixing can 

be approximated as  

                     
 

 
     

 

     
      

      

     
   

Equation 9: Probability of a diffusing solute remaining within a fluid layer of mean thickness      for an 

arbitrary distance a. 

As the chaotic advection mixer stretches and folds the fluid, the distribution of Li will also 

vary (Figure 27, b-1 to b-3). Before mixing begins, the fluids are of a single thickness with 

the interface halfway across the channel, w/2, and Li is uniformly distributed between 0 

and w/2. As the fluid moves down the channel, this distribution will move toward 0, 



www.manaraa.com

 

48 

 

producing a simple delta function at 0 for infinite mixing. This suggests that Li may follow 

an exponential distribution 

          
  
   

Equation 10: Presumed distribution of Li at a given position in the mixer. 

Combining the distributions of Ld and Li (Equation 9, Equation 10) and integrating over all 

a during mixing (where        ) yields 

          
 

 
       

   
   
         

   
   
  

Equation 11: Probability of a solute not crossing the interface, relative to     and    . 

This relationship describes the likelihood that the solute has not crossed the interface, and 

will vary from 0 to 1 as mixing proceeds, so it will be of similar magnitude to the coefficient 

of variation (CV) and the two values will be comparable, particularly as the system 

approaches infinite mixing.  
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Figure 27: Schematic of the mixing theory of the SHM [261]. 

Analysis of the SHM is simplified by several factors unique to chaotic advection 

micromixers. Firstly, the efficient redistribution of fluid across the channel cross section 

virtually eliminates the effects of the Poiseuille flow profile [241], and the downstream 

position in the channel  (y-direction) can be directly related to residence time. Secondly, 

below Re = 14, the streamlines in the mixer are independent of flow rate, and so fluid 

geometry (e.g. layer thickness, x- and z-directions) is a function only of axial position (y-

direction). This means that mixing can be expressed as a relationship between flow rate, 

diffusivity, and position—or simply Pe and downstream position, l (in cycles) and d (length 

per cycle). Thus, the analytical model (Equation 11) may be restated as 
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Equation 12: Probability of a solute not crossing the interface , dependent upon Pe, channel width w, position in 

mixer l (in cycles), length per cycle d, and    . 

To relate this theory to the SHM, a relationship between l and Li was derived from 

COMSOL models. Concentration profiles from each half-cycle segment were exported and 

evaluated in MATLAB R2007a (The MathWorks Inc., Natick, MA). Pe = 6.25x104 was used 

to obtain the clearest interface with a minimum of distortions and errors. An algorithm was 

written to identify the local maxima in concentration gradient, which was assumed to be 

the interface (x-z plane, Figure 30, c). The program then located the distance to the nearest 

interface, Li, for each point in the channel cross section. 

Prior to one full cycle of mixing, the MATLAB algorithm did not identify enough interface 

points for analysis, and too many points were identified beyond 4 cycles (approximately 1 in 

7 pixels) and the layer thicknesses approached the mesh size of the COMSOL source 

models, 2.5 µm. Histograms of Li appeared to follow an exponential distribution as 

described in Equation 10 for all data sets, and quantile-quantile plots of the COMSOL 

output with exponential models confirmed a good fit (R = 0.98 ± 0.02, not shown). 

As expected for a chaotic mixer,     decreased exponentially with mixer length between 

cycles 1 and 4,          
       (R2 = 0.994, not shown). Prior to one full cycle, the slope was 

steeper, as layers had not yet formed, and the model was not a good descriptor of the region. 

Beyond cycle 4, the slope was shallower as the resolution of the model was approached. 

Neither the algorithm nor the COMSOL model could keep pace with the rapid expansion of 

the interface. Combining this empirical expression with the analytical model 

               
  

 
        

Equation 13: Probability of a solute not crossing the interface, dependent upon Pe and position in the SHM. 
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For a mixing threshold of             , this gives              
          .  Despite the 

mixed form, this can be approximated as a direct logarithmic relationship without 

significant deviation at low Pe suggested by other studies [240-241].  

                          
         

Equation 14: Length of SHM, in cycles, required to achieve the 0.1 mixing threshold, simplified. 

Experimental confirmation 

The COMSOL models and theoretical analysis were tested by confocal microscopy. The 

SHM was produced by soft lithography following the design and protocol of Stroock et al. 

[241]. Briefly, the master mold was fabricated by 2-layer SU-8 photolithography on a 3” 

silicon wafer. Devices were then cast in Sylgard 184 polydimethylsiloxane (PDMS), and 

bonded to a conventional #1½ 24 mm x 60 mm glass cover slip via oxygen plasma treatment 

(Figure 28). Fluidic connections were made with ports made of 3/32” x 1/32” silicone tubing 

embedded in PDMS, plasma bonded over holes punched in the PDMS layer. Solutions were 

loaded via 1/16” x 0.010 fluorinated ethylene propylene (FEP) tubing from two 1 mL gas-

tight glass syringes driven by a Harvard Apparatus model 22 syringe pump at 3 µL/min – 

300 µL/min (Re = 1.2x10-1 – 1.2x101, Pe = 8.33x102 – 8.33x105). Measurements via confocal 

microscopy showed the channel to be 392 ± 4 µm in width (w) and 56 ± 2 µm in height (h), 

with grooves recessed 36 ± 2 µm into the channel floor for a total depth of 92 µm. Each 3.5 

mm mixing cycle consisted of two half-cycles of 10 grooves, and 7 such cycles were 

positioned along each of three 25 mm passes of the channel across the slide, for a total of 21 

full cycles. 
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Figure 28: Schematic of SHM design. The actual device has 2 inlets and one outlet, and features three passes of 

the channel across the slide with a total of 21 full mixing cycles. The blue layer is a conventional glass 

microscope slide, and the red represents the channel volume. Silicone tubing was cured into the PDMS as fluidic 

ports. 

 

Figure 29: Side view of a rendering of the SHM.  The device consists of a PDMS layer, with embedded silicone 

tubing, bonded to a glass microscope slide. The channel (red) is defined by the PDMS and glass surfaces. 

For confocal microscopy, devices were loaded with 0.05 M sodium borate buffer, pH 8.5, and 

one of three solutes: fluorescein (MW 0.4 kDa) or fluorescein-conjugated dextrans (MW 40 

kDa or MW 2000 kDa), all diluted to 10 µM with respect to fluorescein content. Imaging 

took place on a Zeiss LSM510 laser scanning microscope at the University of Washington 

Nanotech User Facility, with a pixel resolution of 0.90 µm x 0.90 µm x 1.50 µm. Images 

were converted to grayscale and analyzed in ImageJ, and further data analysis was 
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completed in Excel. For fluorescence data, only the central 350 µm x 45 µm was evaluated 

to reduce edge effects.  

Despite minor differences between the device dimensions and the COMSOL model, there 

was no impact on the qualitative appearance of the flow (Figure 30, a and b). As expected, 

both confocal and COMSOL results showed that the geometry of the flow was independent 

of flow rate over the range tested (Re < 12), and solute position depended only upon l and 

Pe. As mixing progressed, CV decreases from 1 to 0 (Figure 31). The COMSOL data showed 

an exponential decay, with a slope dependent upon Pe. An apparent oscillation in the data 

was an artifact of processing, as the mean concentration showed similar variation. If such 

an oscillation were due to the segmented construction of the model, the expected period 

would be one full cycle, rather than the one and one-half seen at higher Pe. The confocal 

data did not show this variation, and showed similar exponential behavior until reaching 

baseline at CV = 0.08. The primary contributor to this baseline is non-uniform intensity 

due to edge effects in the channel. To minimize this effect, only the central region of the 

channel was analyzed. Further reduction of the measurement region would reduce data 

accuracy, and averaging techniques would exacerbate any overstatement of mixing due to 

unstable flow from the syringes at low flow rates but would not alleviate spatial variation 

near the channel walls. 
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Figure 30: Confocal micrograph of fluorescein-dextran in the SHM (a), along with COMSOL model of mixing (b) 

, and MATLAB labeling of the fluid interface (c) [261]. 
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Figure 31: A comparison of models of mixing in the SHM at varying values of Pe, along with measurements 

from confocal microscopy [261]. Confocal measurements and COMSOL results reflect the CV, while the 

analytical model shows the probability of diffusion exceeding fluid layering, P(Ld<Li). 

 One of the most valuable pieces of information in device design is the required length of a 

mixer. To match the data range available from confocal measurements, the cutoff 

considered for mixing was CV = 0.1, and the mixer length necessary to achieve this 

threshold, l0.1, was extracted from the mixing traces. Estimates of l0.1 were similar between 

the COMSOL models and confocal data (Figure 32). Some spread could be seen in replicates 

in the confocal data, taken with different combinations of solute and flow rate to achieve 

the same Pe, due to the unstable flow at low flow rates. This variation in interface position 

resulted in slightly lower estimated mixing distances overall for confocal than predicted by 

COMSOL. For both methods, l0.1 appeared to increase linearly with log(Pe), as predicted 

[241], until Pe reached 6.25 × 105, when it leveled off. However, fluid layering thinner 
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than the minimum resolution (0.9 × 1.5 µm pixel size for confocal, 2.5 µm mesh size for 

COMSOL) could not be distinguished. Furthermore, each technique also overstated 

diffusion near the interface: the unstable flow in the confocal experiments, and the artificial 

diffusion in COMSOL, which would have overwhelmed thin layers and native diffusion. 

This indicates that direct measurement or modeling of mixing is currently limited to Pe < 

6.25×105. To extend such experiments to higher Pe, significant improvements in resolution 

for confocal microscopy or finer meshing in COMSOL would be required. 

 

Figure 32: Required SHM length as a function of Pe, measured from COMSOL models and confocal 

measurements, and compared to the prediction from Equation 14 [261]. 

With an understanding of the behavior of the SHM and the implications of Pe, the kinetics 

of mixing for any particular system, such as DNA-PEI, can be estimated. Mixing time is of 

particular importance. Because the PEI is in excess in the system, mixing should be 

assessed relative to its concentration. Equation 14 can be used to calculate the mixer length 

required for a particular system for which D is known. 

                                      

Equation 15: Required mixer length to achieve the mixing threshold in a particular system, dependent upon 

axial (y-direction) velocity. 
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For 25 kDa branched PEI, with diffusivity on the order of 1x10-11 m2/s, l0.1 = 10 cycles for the 

highest predictable flow rate (Re = 15). This suggests that the PEI completely mixes with 

the DNA within the device over the complete operational range of the SHM, so the 

complexation is fully completed within the channel. Because mixing time is a function of 

flow rate, a range of times and their effects on complexation can be explored using the 

SHM. 

Mixing time of DNA/PEI 

Because the complexation of DNA and PEI is dependent upon the kinetics of the interaction 

between DNA and PEI, which are in turn dependent upon transport--both advection and 

diffusion--the effects of mixing time should be examined. The models derived above suggest 

that, for the operational parameters of the SHM and a species as large as 25 kDa branched 

PEI, t0.1 > 120 ms (Figure 33). Though this is longer than the estimated time of interaction 

[248], this time scale is similar to the scale of complexation, and changes to the mixing 

speed are therefore expected to affect the process and its outcome. 
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Figure 33: Plot of l0.1 for 25 kDa branched PEI in the SHM, calculated from Equation 15, and the resulting 

mixing times. Flow rates correspond to 0.41 < Re < 10.4. 

 

Challenges of complexation in a microchannel: Precipitation 

Initial work involving 5.6 kbp plasmid DNA (gWiz-GFP, Aldevron, Fargo, ND) and 25 kDa 

branched PEI, at a concentration of 75 µg/ml DNA and an N/P ratio of 6 in 10 mM HEPES 

buffer, pH 7.5 demonstrated the challenges of using a microchannel for a condensation 

process. Though fluids are efficiently redistributed around the channel cross-section, the 

flow profile is not significantly perturbed from the standard Poiseuille flow profile. The 

fluid has a large residence time near the walls, particularly in the small dimensions of the 

grooves, and this residence time is longer than the time scale of complexation. Where the 

fluid interface is adjacent to a wall, material may build up in regions of steady-state charge 

equivalence (Figure 34). This accumulation, which occurs both on the PDMS and glass 
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surfaces, degrades mixer function in an unpredictable way by blocking flow in the grooves, 

and is likely responsible for the production of larger aggregates.  

 

Figure 34: Images of precipitation in the grooves and on the glass of the SHM. The central stripe on the glass 

reflects the location of the interface between the DNA and PEI solutions. 

 

Figure 35: Aggregation of plasmid DNA (75 µg/mL) and PEI (N/P = 6) in the SHM. Flo w is from left to right in 

the bottommost channel, proceeding right to left in the middle, and left to right again in the topmost channel. 
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Figure 36: Aggregated material near the end of an SHM treated with PEG-silane. 75μg/mL plasmid DNA and 

branched PEI (N/P = 6) were used in this experiment. 

Furthermore, the magnitude of this aggregation (Figure 35) is sufficient to significantly 

deplete the DNA from the solution, which, given the necessary dose for clinical applications 

[160], is a serious concern. Because the ethidium bromide is not ejected from these larger 

aggregates, it also swamps the fluorescence signal from the solution. The extremely high 

surface area-to-volume ratio of a microchannel is clearly prone to increasing surface 

interactions, and the efficient redistribution of fluid over the cross section (x-z plane) of the 

SHM ensures that all of the fluid comes within close proximity to the channel walls within 

a few cycles of mixing. While PDMS is known for fouling, due to its hydrophobicity [212-

213, 220] and the formation of DNA nanoparticles is dominated by hydrophobic forces [161, 
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164], deposition of material occurred even on the hydrophilic glass surface (Figure 34), and 

PDMS modified with PEG-silane, which produces a hydrophilic surface and reduces non-

specific interactions (Figure 36). In lower quantities, the preferential deposition of this 

material on the downstream edges of the grooves is obvious (Figure 36). This indicates that 

the aggregation is not entirely due to interactions with a hydrophobic surface, but that the 

physical presence of a surface itself produces the conditions for aggregation. The higher 

flow, with fluid from both the main channel and grooves converging, results in a higher 

mass flux over the surface, which provides a greater amount of material for interaction and 

deposition. Additionally, high shear tends to elongate large polymers, such as plasmid DNA 

and 25 kDa PEI [129], increasing the surface area and extending the interaction time, and 

opportunity for crosslinking with other charged polymers (Figure 35, Figure 37). Each 

additional molecule incorporated into the aggregate increases the likelihood of additional 

interactions and adhesion, and together, these effects contribute to the creation of visibly 

large aggregates. This phenomenon may be for similar reasons as the preferential 

formation of bacterial biofilms under similar conditions [265], or may be related to other 

nuances of fluid dynamics [266]. Nevertheless, this behavior prevents fluorescence 

measurements of DNA complexation, due to increasing background signal, and is not 

desirable for preparation of DNA nanoparticles, due to depletion of DNA from solution and 

potential production of larger aggregates in the product. 
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Figure 37: COMSOL model of shear on the SHM surface. Shear is low in the grooves, due to low flow rates, but 

highest where the grooves meet the channel, particularly on the downstream edge. 

The initial experiment parameters, 75 µg/ml plasmid DNA and 25 kDa branched PEI at a 

ratio of N/P = 6, are within the useful range for laboratory preparation of gene delivery 

agents, though even this is low for clinical utility [267]. However, as the precipitation is 

unsuitable for analysis and undesirable for nanoparticle preparation, this formulation is 

incompatible with the SHM, even when the surface is modified with PEG-silane. Replacing 

the 5.6 kbp plasmid DNA with 22 bp oligo (Integrated DNA Technologies, Coralville IA)  

DNA mimics siRNA or µRNA, useful for gene regulation, rather than gene transfer, and 

significantly reduces the likelihood of intermolecular and surface interactions. 

Furthermore, in addition to PEGylation of the SHM surfaces to prevent deposition, a PEG-

modified PEI (25 kDa PEI with two 5 kDa PEG subunits, provided by Dave Chu) also 

reduces interactions between complexes [268]. These measures effectively reduce, but do 

not entirely eliminate, buildup of material in the SHM (Figure 38). Nevertheless, this is 

sufficient for analysis. 
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Figure 38: The greatest extent of aggregation seen in the SHM, near cycle 3, under low-fouling conditions (oligo 

DNA, 20 µg/mL, PEG- PEI, n/P = 6, and channel treated with PEG-silane).  The bright stripes near the vertex of 

the grooves are aggregated material; other bright zones are from defects in the SU-8 master mold.  

Impact of mixing time on DNA complexation 

20 µg/ml oligo DNA was mixed with PEG-PEI at an N/P ratio of 6, in 10 mM HEPES buffer, 

pH 7.5 at a range of flow rates. The analytical model predicts that mixing with respect to 

PEI should occur between 6 and 8 cycles as flow rate is varied between 15 µL/min and 180 

µL/min, corresponding to a mixing time reduced from 2.6 s to under 300 ms. Though this is 

still more than 6 times larger than the estimated complexation time [248], such a difference 

should have measurable impact on complexation kinetics. 
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Though the lower concentration of oligo DNA and the PEGylation of both the channel 

surface and PEI significantly reduce fouling, some buildup of material still occurs, resulting 

in a variable background fluorescence signal. Nonetheless, it is apparent that the 

complexation of DNA and PEI occurs predominantly between mixing cycles 2 and 4, 

regardless of flow rate (Figure 39), where the mean layer thickness is reduced from 6.6 µm 

to 2.2 µm, according to the COMSOL models. The exponential nature of chaotic advection, 

combined with the discrete mixing units, masks any variation in mixing length from flow 

rate, though the time for the fluids to mix by cycle 4 is still entirely dependent upon this 

parameter, ranging from 1.7 s at the 15 µL/min to 140 ms at 180 µL/min, approximately 

40% faster than predicted by the analytical model. Mean diffusion length for an oligo by 

cycle 4 ranges from approximately 1 µm to 3 µm over those flow rates. This suggests that 

transport in this system is not due to diffusion alone, and other forces, likely related to 

electrostatic charge and the liquid junction potential (Aim 3) have a significant impact. 

 

Figure 39: Disappearance of fluorescence signal from ethidium bromide during complexation of 20 µg/ml oligo 

DNA with PEG-PEI at N/P = 6 in the SHM at varying flow rates (n = 3). Traces are normalized to inlet 
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intensity, and error bars represent standard deviation. The relatively high variability indicates moderate 

buildup of fluorescent aggregated material during analysis. Complexation occurs predominantly between 2 and 

4 mixer cycles for all flow rates. 

To obtain a good signal for dynamic light scattering, the concentrations of oligo DNA were 

doubled to 40 µg/ml, with a corresponding increase in concentration of PEG-PEI to 

maintain an N/P ratio of 6. Even so, the signal intensity is low, due to small particle size, 

producing a fairly large variability in measurements. Despite the relatively large range of 

mixing time, no significant trend in either size (Figure 40) or polydispersity (not shown) can 

be seen. However, there is a clear reduction in size resulting from rapid mixing, either via 

SHM or pipette, relative to a smooth channel. The smooth channel, which had similar 

dimensions to the SHM, allowed a longer interaction time prior to mixing, producing 

significantly larger particles. This difference suggests that the complexation may occur via 

nucleation and growth [178], though only over time scales larger than produced in the 

SHM. Regardless, the small and relatively insensitive particle size is predominantly 

regulated by the steric hindrance of a large number of intermolecular interactions by the 

PEGylated PEI. 
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Figure 40: Number average size of DNA nanoparticles, measured by dynamic light scattering. Error bars 

represent the standard deviation of measurements (n = 9). To attain a stronger signal, the concentration of DNA 

was doubled relative to other experiments, to 40 µg/ml. Though no statistically significant trend can be 

discerned from mixing time in the SHM, due to the regulation of particle size by the PEGylated PEI, the mixer 

does produce consistently smaller nanoparticles than a smooth channel of similar dimensions, and less 

variability than pipette mixing. Particles prepared by pipette mixing are not associated with a particular flow 

rate, but are included in the graph for comparison. 

 

Figure 41: Size measurements of nanoparticles prepared from 20 µg/ml oligo DNA with non-PEGylated PEI in 

the SHM. Error bars represent the standard deviation of measurements (n = 9). Without size regulation from 

PEG, the particles are significantly larger, and a weak trend can be seen showing smaller particles with 

increasing flow rate. Pipette mixing is not associated with a flow rate, but is included to show the significant 

reduction in size and variability from use of the SHM. 
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Figure 42: Polydispersity measurements from dynamic light scattering of 20 µg/ml oligo DNA mixed with 25 

kDa branched PEI, N/P = 6. Error bars represent standard deviation (n = 9). Pipette mixing is not associated 

with any particular flow rate, but is included for comparison. 

To better detect any variations in size, a larger dynamic range is necessary. Standard 25 

kDa branched PEI, without the steric protection of PEG, produces substantially larger 

particles when complexed with 20 µg/ml oligo DNA (Figure 41). The association between 

mixing time and particle size is only statistically different between the highest and lowest 

flow rates, though a significant reduction in both size and variability is apparent. 

Polydispersity measurements are less clear, though there is again a significant 

improvement relative to pipette mixing (Figure 42). Thus, though mixing time does appear 

to affect polyplex size and polydispersity, it is difficult to discern with the SHM. 

Discussion 

Despite the challenges of modeling a chaotic advection system, the COMSOL and analytical 

results match confocal measurements well. This study demonstrates several guidelines for 

the design and operation of SHM-based devices and simple relationships to evaluate its 

performance for a broad range of systems. 
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Wet experiments with the DNA-PEI system show faster mixing than would be predicted by 

diffusion alone, suggesting that diffusion is not the only transport process at work. Long-

range electrostatic forces appear to play a large role in transport over short lengths; this is 

explored in greater detail in Aim 3. Regardless, the complexation proceeds for all flow rates 

when advection reduces the necessary lengths to several µm—to distinguish further would 

require a less efficient mixer, such as a non-chaotic slanted groove device [233]. The time 

scale of the mixing approaches the estimated kinetic limits of complexation time at higher 

flow rates (170 ms vs. < 50 ms), however, the impact of this relatively fast mixing is limited 

when compared to slower mixing, and only shows a large difference relative to the long 

interaction in a smooth channel device when PEGylated PEI is used. Though this is largely 

due to the steric restriction of size by the PEG, even conventional non-PEGylated PEI, 

which can produce a broad range of particle sizes, shows limited effects of flow rate on size 

and polydispersity from the SHM. This suggests that, while the advective mixing of the 

SHM may be directly related to flow rate, it is not sufficient to significantly impact the 

practical mixing and complexation in the DNA/PEI system. 

Despite the reduction of dispersion over the length of several mixing cycles, pressure-driven 

laminar flow is subject to a “no-slip” condition of zero velocity at the walls. The impacts of 

this are 1) longer residence times in zones near walls, 2) higher shear forces near such 

zones. Flow rates in the grooves, where the fluids are within 30 µm of a wall, are a fraction 

of those in the main channel, leading to extremely long residence times, and potentially 

longer interactions between species. Furthermore, at higher flow rates, when such 

residence times are lower, the velocity gradients and shear rates are increased. This 

elongates polymers, delaying compaction, and also increases mass flux, both of which 
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increase the likelihood of additional intermolecular interactions. Thus, mixing in the SHM 

is neither straightforward nor rapid with regard to large polymers.  

Though a microfluidic mixer does provide a well-characterized and predictable mixing 

process, producing more reliable results than a technique such as pipette mixing, the actual 

particle size and polydispersity are not necessarily improved [204-205, 208, 269]. 

Furthermore, the tendency for deposition on the channel walls depletes material, 

potentially contaminates the product with aggregates, and ultimately degrades mixer 

function when processing larger volumes. Even substantial modifications to the device and 

formulation have, in this work, been found to be insufficient to prevent this buildup. These 

factors ultimately render the SHM unsuitable for practical use for the preparation of DNA 

polyplexes. Nonetheless, the use of a microfluidic system for remains a logical strategy to 

reduce variability in polyplex size. Given the biological importance of this parameter, and 

the noted inadequacy of current methods and standards [270-274], it is likely that even 

small improvements in size, polydispersity, and reproducibility will be important to safety 

and key to accelerating regulatory approval.  
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Aim 2: Low shear in Sheath Flow 

Introduction 

The results of the SHM experiments show the impact of surface interactions and shear on 

polyplex formation. Though a well-characterized mixing system is necessary for optimal 

control of the size and polydispersity of DNA nanoparticles, zones of high shear and contact 

with the surface must be minimized to prevent aggregation and produce uniform results. 

Though this rules out conventional advection micromixers, length scales can still be 

reduced to the length scales necessary for diffusion by sandwiching a reagent stream 

between faster flowing fluid [242-243, 275], either a carrier stream, or another reagent. 3D 

focusing techniques both eliminate contact with the channel walls and reduce variations in 

velocity and residence time, reducing variability in the physical conditions under which the 

complexation occurs. Creating a rapid mixer using sheath flow requires a very thin core, 

and a very large ratio of sheath-to-core flow rates [242], which is impractical for the 

production of a meaningful quantity of polyplexes. A larger core means substantially longer 

mixing times, as the length scale is fixed at tens of µm; diffusion time over that distance is 

greater than 1 s for even a relatively small species. However, the results of the SHM from 

Aim 1 show that surface interactions and shear forces may be more significant to polyplex 

assembly than pure mixing time (Figure 43). 



www.manaraa.com

 

71 

 

 

Figure 43: The effects of shear and mass transport on aggregation. Charged polymers and polyions (a) are 

electrostatically attracted to form larger complexes. In the absence of flow, the species interact only with those 

other species within diffusion distance, and they collapse into small, isolated complexes (b). In pressure-driven 

flow, velocity changes with position over the width and height of the channel, which, from a frame of reference 

within the solution, is significant relative flow along the channel axis (c). The shear force tends to elongate 

polymers, extending the time and surface area for interactions, and also produces greater local mass transport, 

due to the relative motion of the adjacent fluid streams increasing apparent material flux and the number of 

species with which the polymers may interact. These conditions are highly conducive to larger buildups of 

multiple crosslinked polymers (d). 

Device design 

A sheath flow device (SFD), designed to prevent the aggregation of DNA and PEI seen in 

the SHM, has different requirements than typical applications of the technique. The 

interface between the two reagent solutions must be separated from the walls, even at the 

inlet, to prevent any steady-state zones of neutral charge where precipitation might occur. 

Furthermore, unlike devices for kinetics studies, sample recovery is required. One such 

device, designed by Ligler and colleagues, is suited to this purpose [243, 276-277]. Briefly, a 

stream of sample is flowed between two streams of buffer, and symmetric grooves set into 

the top and bottom of the channel, vertex oriented in the direction of flow (y-direction), 

direct the buffer around the sample, creating a sheath-and-core structure. The dimensions 



www.manaraa.com

 

72 

 

are reasonable for the production of laboratory quantities of polyplexes, and the principles 

of operation are similar to the SHM.  

A few modifications are required to adapt this sheath flow device (SFD) to the DNA-PEI 

system. The sample core consists of the DNA and PEI solutions stacked vertically, keeping 

the interface away from the walls except transiently at the inlet, and giving a large 

horizontal interface for complexation and the smallest transport distances possible. A long 

interaction channel is followed by an “unsheathing zone”, in which the herringbones are 

pointed opposite the direction of flow (y-direction). Due to the deterministic nature of low-

Re flow, this topologically reverses the sheathing process [276], and the polyplex suspension 

is layered vertically between the buffer flows to be recovered from a trifurcated outlet 

channel. The minimum length scale in this device is considerably larger than those 

attained by the SHM, so the complexation is completely transport-limited, with Da on the 

order of 10-103. However, because the complexation zone is a simple interface with 

relatively uniform velocity, the complexation conditions and extent are expected to be 

uniform. 
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Figure 44: Schematic of the SFD. The 2-layer PDMS device produces sheath flow by symmetric sets of grooves 

in the top and bottom of the channel (lower left). Grooves at the end unsheath the core for separation at the 

outlet (lower right).  

 

Figure 45: Side-on view of the SFD.  Unlike the SHM and smooth-channel devices, the SFD consists of two 

PDMS layers, with the channel described between them. The glass slide is for rigidity. 
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To produce the vertical stacking of the DNA and PEI streams, the inlet takes advantage of 

the two PDMS layers; one sample inlet is in each layer, intersecting at the inlet, while the 

inlets for the sheath fluids spans both layers, and join the channel from either side (Figure 

44). A model, prepared in COMSOL 3.5a, verifies that the two core fluids stack, producing a 

horizontal interface (Figure 46). Because the initial contact point between the fluids is 

necessarily adjacent to a wall, the potential for aggregation must be considered. The model 

was modified to simulate such a complexation, showing both the location and likely extent 

of interaction to better evaluate the risk of aggregation and fouling. Despite improvements 

in both the software and processing capacity, the high Pe of the system remains difficult to 

model in 3D, so the Navier-Stokes equations were solved for the entire inlet, and the 

convection-diffusion and complexation were solved in a smaller subdomain, where the DNA 

and PEI fluid streams meet. The model assumes an input of 44 µL/min for each of the 

sample inlets, which are 65 µm (w) x 65 µm (h), which corresponds to a mean velocity of 3 

mm/s; buffer inlets to either side 135 µm (w) x 130 µm (h), with a buffer: core flow ratio of 

4:1 (Figure 46). A transport-limited complexation between 75 µg/ml plasmid DNA and 25 

kDa branched PEI at an N/P ratio of 6 was then modeled in a reduced geometry to assess 

potential aggregation, using the flow solution from the full inlet (Figure 47). The sheathing 

section of the device is assumed to have a cross-section of 400 µm (w) x 130 µm (h), and 

grooves set 65 µm deep into the top and bottom of the channel, and 75 µm wide along the 

channel length (Figure 44). The flow model indicates that, for the low Re operation of the 

SFD, the interface between the two sample flow streams is horizontal. Though some 

interaction between the species at the inlet is inevitable, the model suggests that it is low in 

magnitude (Figure 47). 
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Figure 46: Geometry of SFD inlet, from COMSOL model, showing reagent (red) and buffer (blue) streams. 

 

 

Figure 47: COMSOL model of the sample inlets of the SFD, showing the interaction between DNA and PEI. The 

predicted magnitude of complexation, and, therefore, the potential for aggregation, is low. 
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One disadvantage of this device as compared to the SHM is that it is entirely design-

dependent, and the thickness of the fluid core is entirely dependent upon the number of 

grooves used to create the sheath structure [277]. This means that the device function is 

tunable only by the relative flow rates of core and sheath fluids, and only over a limited 

range. Mixing performance is a fixed function of the device design and the inherent mass 

transport of the species. 

To determine the ideal number of grooves, additional modeling was required, though again 

the high Pe of the system precluded an explicit 3D model. Instead, the Navier-Stokes 

equations were solved for 3D channels with the velocity profile from the inlet model as an 

upstream boundary condition, and 4-10 sets of grooves. The simulated velocity was then 

exported from these 3D models and set as a condition for a 2D convection-diffusion model of 

the channel cross-section, creating a pseudo-3D model with time substituting for the axial 

dimension. This is easier to solve, as there are fewer simultaneous degrees of freedom than 

in the steady-state 3D model, and such an approximation has been used to analyze groove-

driven advection previously [252].  

  



www.manaraa.com

 

77 

 

4  

5  

6  

7  

8   

9  

10  
 Figure 48: Surface plots of DNA and PEI concentration (both normalized to 1) flowing inlet and sheathing 

section of sheath flow device, 4 (top) to 10 (bottom) pairs of grooves, overlaid with isolines of linear velocity in 

the channel. Total flow rate is 7.33 µL/s (Re=18), with 20% sample flow. Interfaces are much clearer following 

modifications to the inlet model, and the DNA-PEI interface is near-horizontal. The model was extended to 9 

and 10 grooves, and the resolution had to be reduced to accommodate the additional length, so the models are 

slightly choppier in appearance. 8 groove pairs (3rd from bottom) appears to be the best configuration in terms of 

a thin, but relatively uniform layer. 
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Figure 49: Plot of average thickness and min-max spread of sample cores from sheath flow device, 4 - 10 groove 

pairs , as measured by hand from the COMSOL model. A setup with 8 groove pairs balances core 

thickness/interface area and uniformity. 

Core thicknesses were measured by hand from the surface plots of the models ( Figure 48, 

Figure 49), by taking the minimum thickness near the centerline, the maximum thickness 

farther out, and the widths. Both minimum and maximum thicknesses decreased out to 8 

groove pairs, though models of 9 and 10 pairs were somewhat choppier, due to the reduced 

resolution required for export and re-import of the data. Though interface width increased 

monotonically, 8 grooves seemed the optimum number to produce a thin, yet relatively 

uniform core.  

Because this 2D model did not explicitly consider flow down the channel perpendicular to 

the model, molar flux varied by around 30%-40% due to the positioning of the core in the 

high-velocity region of the channel.  

0 

10 

20 

30 

40 

50 

60 

70 

4 5 6 7 8 9 10 

d
is

ta
n

ce
 (

u
m

) 

number of groove pairs 

Thickness of core in sheath flow device 



www.manaraa.com

 

79 

 

A sheathing unit of 8 grooves was selected to balance the mean and distribution of core 

thickness, though performance appears similar over that range, suggesting that the device 

can work with minor variation of thickness during fabrication. The minimum length scale, 

a maximum diffusion length of around 20 µm, is considerably larger than those attained by 

the SHM, so the complexation is completely transport-limited, with Da on the order of 10-

103. However, because the interaction zone is a simple interface with relatively uniform 

velocity, the assembly conditions and extent are expected to be uniform. Nonetheless, even 

a small solute requires seconds to diffuse such distances, so a long channel is required for 

the complexation. 

Fabrication and operation 

Because sheathing requires grooves in both the top and bottom of the channel, the SFD 

consists of two aligned PDMS layers. These layers are exposed to oxygen plasma as for 

bonding, and immediately submerged in DI water to preserve the activated surface. They 

are then manipulated under a microscope, with ethanol to temporarily prevent bonding and 

facilitate alignment of the layers. The device is then heated to 65°C for 4 hours, allowing 

the ethanol to evaporate, and the activated PDMS surfaces to contact and bond. Alignment 

of the devices was typically within 5 µm, adequate for function (Figure 50).  
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Figure 50: Image of an assembled SFD. Alignment of the PDMS layers is within a few µm of design, despite the 

material flexibility. 

To assess the functionality of the SFD, the device was run with 10 mM HEPES, pH 7.5, 

with 10 µM fluorescein in one of the two sample inlets. To control the four inlets and two of 

the three outlets, six Kloehn syringe pumps were used with 100 µL syringes and controlled 

via command line, and the minimum recommended flow rate of 120 steps/s (15 µL/min) for 

the two sample lines, with a buffer-to-core ratio of 4:1. The fluorescein was effectively 

sheathed, developing a concentration profile with two distinct peaks, as predicted by the 

COMSOL model (Figure 51). However, the core is narrower, with shallower peaks, more 

similar to the model for 6 groove pairs ( Figure 48). This apparent 25% reduction in 

advection is likely due to deviations from the assumed dimensions, or the difference 

between the simplified pseudo 3D model and the realities of Poiseuille velocity profiles, 

grooves, inertial flow (Re = 18), and the mechanically-compliant PDMS channel.  

The fluorescein test also revealed problems with the pump setup. The elasticity of PDMS 

gives devices fabricated from it considerable pressure capacitance, most frequently 
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observed as flow continuing after the pumps are shut off. The two-layer SFD has sufficient 

compliance that the pressure differences between the buffer and sample lines produce a 

startup time of approximately 30 s before flow stabilizes, and a flood from the sample lines 

following shutoff. This renders data acquisition difficult, given a total run time of only 90 s 

before a syringe refill is required, severely limits the amount of product that can be 

collected from the outlet, and makes aggregation on the channel surfaces unavoidable.  

To avoid this problem, the buffer and sample lines must be run at equal flow rates, to 

generate equal back pressures. Additionally, this increases the potential analysis time, as 

well as the possible collection volume, by allowing the full 200 µL of the two sample 

syringes to be dispensed. However, it also increases the dimensions of the core to around 70 

µm, increasing the mean transport length to about 18 µm. The time required for oligo DNA 

to diffuse that distance is 16 s. The lower total flow rate increases residence time in the 

channel 2.5 fold, to approximately 7.5 s, insufficient by diffusion alone, but the 

contributions of the electrostatics of the system to mass transport cut transport time by 

40% in the SHM, and a similar increase in transport here brings the transport and 

residence times to similar values. 
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Figure 51: Fluorescence image of sheathing grooves of SFD with one inlet 

of fluorescein (left), the intensity profiles from the setup (upper), and the 

predicted concentration profiles from the COMSOL model (lower). 
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DNA complexation in the SFD 

To assess the function of the SFD with equal flow inputs, plasmid DNA labeled with 

ethidium bromide was loaded into the two sample inlets, and the syringe pumps were run 

at 15 µL/min each (60 µL/min total). Though the core occupies a significantly larger fraction 

of the channel, it does not extend to the sides, and the characteristic peaks of intensity 

indicate the presence of a sheath (Figure 52). Measurement of the concentration profiles 

indicates that the core is maintained for significant distance downstream, with the sides 

never extending the full extent of the channel (Figure 53). The profile does degrade 

considerably, however, possibly due to variations in pumping, or possibly a bubble or defect 

in the channel. Nevertheless, the sheath structure does separate any interaction from the 

walls for at least several seconds. 

 

Figure 52: DNA labeled with ethidium bromide in the SFD, with all four inlet flows at 15 µL/min. The sheath is 

considerably smaller with equal flow rates, but the core is successfully separated from the walls. 
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Figure 53: Concentration profiles of DNA in the SFD immediately following the inlet, and the sheathing 

grooves, and immediately prior to the unsheathing grooves. Though the core form relaxes considerably, it still 

occupies only the center region of the channel. 

To observe complexation in the channel, 40 µg/ml oligo DNA, labeled with 5.3 µg/ml 

ethidium bromide and PEG-PEI to produce an N/P of 6, in 10 mM HEPES, pH 7.5, were 

loaded into 500 µL sample loops on each of the central sample inlets, and the sheath lines 

were filled with plain buffer. All four inlets were run at 15 µL/min. The fluorescence signal 

disappeared along the channel length, disappearing well before the outlet, though the 

thickness of the device created considerable optical interference and a variable, location-

dependent background fluorescence, preventing quantitative analysis. The output of the 

device was collected over 3 separate runs, and measured by DLS. No significant effects on 

either size (Figure 54) or polydispersity (not shown). 

The relative insensitivity of the oligo/PEG-PEI nanoparticles is likely due to steric 

restriction of the size by PEG. Furthermore, that relatively small size produces a weak 

scattering signal, so any minor variations are undetectable. Unmodified PEI, on the other 

hand, produces larger, highly variable polyplexes, so any differences are easier to detect, 

though it is considerably more prone to aggregation in a microchannel. 
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To simplify pump operation, the DNA was sheathed by 25 kDa PEI, which is in excess at 

N/P = 6, which increases the total interfacial area for interaction between the fluids, but 

moves the complexation zone closer to the walls. Nonetheless, the fluorescence decreased to 

background levels by the end of the channel, and no accumulation of material was observed 

in the channel during the run. Again, the output of 3 separate runs were collected, and 

measured via DLS. 

 

Figure 54: A comparison of polyplex size, measured by DLS, for different fabrication methods of 40 µg/ml oligo 

DNA with PEG-PEI at an N/P ratio of 6. Error bars represent standard deviation (n > 9). The SHM and smooth 

channel devices were run at a total flow rate of 60 µL/min. In this case, the SFD was run with a core of DNA 

and PEG-PEI in HEPES buffer, pH 7.5 at 15 µL/min each, and a sheath of HEPES, pH 7.5 at a total of 30 

µL/min (60 µL/min for all fluids). 
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Figure 55: A comparison of polyplex size, measured by DLS, for different fabrication methods of 20 µg/ml oligo 

DNA with PEG-PEI at an N/P ratio of 6, in HEPES, pH 7.5. Error bars represent standard deviation (n > 9). 

The SHM was run at a total flow rate of 60 µL/min. In this case, the SFD was run with a core of DNA HEPES 

buffer, pH 7.5 at 30 µL/min, and a sheath of unmodified PEI in HEPES, pH 7.5 at a total of 30 µL/min (60 

µL/min for all fluids). 

 

Figure 56: A comparison of polydispersity for different fabrication methods of 20 µg/ml oligo DNA and PEG-PEI 

at an N/P of 6, in 10 mM HEPES buffer, pH 7.5. 
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Figure 57: Size frequency curves of nanoparticles from 20 µg/ml oligo DNA mixed with PEI (N/P = 6), prepared 

by pipette mixing (upper), SHM at 60 µL/min (middle), and in the SFD with a DNA core and PEI sheath (lower), 

as measured by DLS. 

 

As expected, the particles were significantly larger than those produced from PEG-PEI, but 

they were substantially smaller than those produced with unmodified 25 kDa PEI by either 

pipette mixing or the SHM, with a very low standard deviation (Figure 55). This difference 

in measured size was not due to precipitation of larger species during the time between 

sample collection and analysis, nor was it due to the presence of ethidium bromide; the 

pipette-mixed controls of these factors (not shown) were significantly larger. There was no 

measured change in polydispersity (Figure 56), though the reproducibility of the SFD-

prepared particles is clearly superior (Figure 57). 
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Discussion 

The significant reduction of particle size for oligo DNA complexed with unmodified PEI 

suggests the complexation process is highly sensitive to shear. In this case, the species 

responsible for intermolecular interaction and the bulk of aggregation is the likely the PEI, 

being both more flexible and longer upon extension; plasmid-based polyplexes would be 

even more sensitive, due to the increased likelihood of intermolecular associations.  

The SFD is not a versatile device, having a fixed length scale, and therefore a fixed time 

scale for mixing and complexation. Furthermore, though the design principle is quite 

simple, actual fabrication and operation of the device is complex, rendering it inappropriate 

for the practical production of polyplexes. However, the concept of confining the interaction 

zone to the center of the channel is likely the best microfluidic solution for observing and 

manipulating systems that tend to aggregate or interact with surfaces. While this has been 

attempted using simple hydrodynamic focusing [208], such a strategy requires a relatively 

low flow of DNA to achieve small length scales, and the results of Aim 1 suggest that 

aggregation still occurs at the top and bottom of the channel unless the flow is focused in 

two dimensions, as in the SFD. This investigation highlights the role of shear in polymer 

condensation, and indicates the possible utility value of an improved mechanism to limit 

wall contact and shear. Droplet-based mixing, which has shown promise for other 

nucleation-growth mechanisms, may be the best current option to achieve this [231]. 
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Aim 3: Manipulation of Transport via the Liquid Junction Potential 

Introduction 

A liquid junction potential (LJP) forms spontaneously at the aqueous boundary of any two 

electrolyte solutions, where a difference in diffusivity between ions of opposing charge 

produces a transient separation of charge (Figure 58). The magnitude of this separation of 

charge is entirely dependent upon the relative concentrations and mobilities of the ions on 

either side of the boundary; a larger difference in diffusivity between an ion pair generates 

a larger potential. Because the effect is quite small and short-lived, typically peaking in the 

mV range and decaying in less than 1 s, it has no impact on macroscale systems. Liquid 

junction potentials have historically been of concern primarily in the study of membrane 

potentials [278], but in the small scales of microfluidics, it has significant effects on 

transport  within such systems [279]. Because DNA and PEI are vastly larger than their 

counterions, Na+ and Cl-, and they have a large mutual attraction, the LJP profoundly 

affects the mixing and interaction between them, nearly doubling the apparent mass 

transport rates in both the SHM and SFD (Aims 1 and 2). 
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Figure 58: Illustration of the liquid junction potential (LJP). Differences in diffusive mobility between cations 

and anions produce a transient separation of charge at the interface. The resulting electric field then influences 

further transport of charged species. 

Though the greatest potential difference is generated by large polyelectrolytes, they only 

account for a fraction of the charge in the system. For 20 µg/ml DNA in 10 mM HEPES, the 

DNA and its counterions only make up 1.5% of the total charge. Though the inherent LJP 

of DNA and PEI are sufficient mass transport even at such low ratios, the large excess of 

smaller ions migrate with the electric field, counteracting it. However, they also diffuse and 

generate a potential of their own. Even small salts, such as NaCl, generate an LJP at 

interfaces, but, as it is of considerably smaller magnitude, large concentrations would 

effectively blunt the LJP of larger species. However, in the DNA/PEI system, the majority 

of the charge is buffers. 
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Because the LJP is dependent upon all ions in solution, formulation of the solutions is 

extremely important. The standard buffer used for polyplex formation is 10 mM HEPES, 

pH 7.5, and this anion accounts for a significant amount of charge in the system. This need 

for buffering can be used to manipulate the LJP by using different buffers in the two 

solutions. While the HEPES anion is larger than its counterion, Na+, Tris buffer operates 

over the same pH range, but with the opposite asymmetry, the larger Tris cation with Cl-. 

Buffering the DNA with HEPES produces a solution with larger anions, and the relative 

flux of positive charge across an interface is greater than that of negative charge; this 

difference in potential would be reinforced with Tris on the other side of the interface, and 

the net electric field would move the DNA into that fluid. Placing the DNA in Tris has the 

opposite effect, retarding transport. Buffer choice and pH are significant physical factors in 

a microfluidic system of electrolytes. 

For a transport-limited system, manipulating the LJP is an effective way to manipulate the 

complexation progress. Simply, it could be used to speed up the polyplex assembly by 

accelerating transport. There is also the possibility of temporal or spatial regulation of the 

interaction within a microfluidic device, reducing transport until the species have reached a 

particular location or state within the system. For processes sensitive to kinetics, it is 

another means to control the products. In the case of nucleation-growth systems, allowing a 

controlled amount of interaction could be used to create a known fraction of nuclei, biasing 

the system to produce smaller or larger particles.  

First, to validate the modeling method, work by Munson, et al. [279] was repeated and the 

models were compared. The effects of a HEPES/Tris LJP on DNA transport were then 

measured and used to calibrate the model for polyelectrolyte systems. Next, the practical 

impact of LJP-modified transport on the complexation of PEG-PEI and oligo DNA in the 
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SHM was examined. Finally, a pH-dependent LJP system was developed to demonstrate 

the validity of the model and an additional mode of controlling the LJP. 
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Modeling the LJP 

The simplest model of the LJP is an estimate of the potential difference between the two 

sides of the interface. The potential of membranes is commonly calculated from the 

Goldman-Hodgkins-Katz equation (GHK) [280]. Though this equation is derived for 

monovalent ions separated by a membrane, it can be repurposed for a rough estimate of the 

potential difference between two electrolyte solutions. It was modified as follows: 

     
  

 
   

                     

                     
  

Equation 16: A modified version of the GHK equation to calculate the potential difference between electrolyte 

solutions A and B , where zi is charge, Di is diffusivity, and ci is concentration. The form of the GHK equation is 

suited for monovalent ions, but it is used here as an estimate of magnitude for all LJP systems. 

While this is sufficient to estimate the magnitude of the potential difference between two 

solutions, and, therefore, the probable strength of the electric field over a particular 

transport length, it gives no information on the spatial distribution of the field, its evolution 

with time, and the specific transport effects on any of the species in solution. For such an 

analysis, the Poisson-Boltzmann equation is necessary: 

                                   
          

         
   

 

 

Equation 17: The Poisson-Boltzmann equation, describing electrostatic interactions in solutions.        is the 

position-dependent dielectric,        is the electrostatic potential,        represents the charge density of the 

solute,   
 is the concentration of species i at infinite distance from the solute,    is the charge of the ion, q is the 

charge of a proton,        is a factor for the accessibility of location r to the other ions in solution, kB is the 

Boltzmann constant, and T is temperature. 

The Poisson-Boltzmann equation specifically models the electrostatic interactions of ions in 

solution; modifications render it applicable to the electric double layer (Gouy-Chapman) 

and solution activity coefficients (Debye-Hückel) [281-282]. This equation and its relatives 

are of critical importance to understanding the interactions of electrolytes, behavior of 
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colloids and surfaces, and conformation of large biomolecules, but the large number of 

interactions renders it too complex to solve explicitly. Numerical solutions are the most 

practical way to solve these equations, and many different strategies have been developed 

[283-302]. The specific assumptions made vary, depending upon the system being modeled, 

and so the equation for potential may take different forms, and the accuracy may vary. 

One common assumption in electrostatics models is conservation of charge, or 

electroneutrality. This seems counterintuitive, given that the development of an electric 

field depends upon a separation of charge. In practice, however, this simplification to the 

equation for flux does not substantially affect the results of the model [303]. 

Electroneutrality was applied to previous analysis of the LJP in a microchannel, which 

used MATLAB to iteratively calculate potential (Equation 18), then move the species over a 

set time step via the Nernst-Planck transport equation (Equation 20) [279]. COMSOL 

models do not require this simplification to compute the potential field (Equation 19), and 

time steps are selected by the solver such that the calculations agree with the equations 

within the set tolerances. Those experiments by Munson, et al. were repeated to validate 

the COMSOL model, and the experimental setup used for further experiments. 

  

  
  
       

   
   

     
      

 

Equation 18: Expression for potential with electroneutrality assumed. Adapted from Munson, et al. [279] 

 
  

  
     

 

 
     

 
    

  

  
 

Equation 19: Expression for potential used in COMSOL models of LJP.   is the permittivity, and M is a mass 

damping factor to suppress drift of the potential, as  
  

  
  is not otherwise used in the model setup. 
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Equation 20: The Nernst-Planck equation for mass transport, which includes both Fickian diffusion (Equation 

5) and electrophoretic motion. The models did not consider convection, and so the term for velocity is left out. 

A more significant assumption is the behavior of large polyelectrolytes in the model. 

Approximating the drag behavior of a small molecule as a sphere is relatively safe, but 

larger species deviate significantly from that ideal, and changes in orientation and 

conformation occur with motion and alter its mobility [304]. Electrophoretic mobility is 

measured at steady state, but transient effects upon changes in the electric environment 

are inevitable. Rearrangements occur not only in the physical structure, but also the 

dielectric environment of a large species in an applied field [138]. Furthermore, a large 

polyelectrolyte such as DNA is closely associated with a population of counterions. These 

counterions electrically shield the molecule, as well as produce additional drag when an 

electric field moves the species in opposite directions. DNA not only interacts with small 

counterions and larger charged condensing agents, but exhibits changes in mobility in 

different buffers [146]. In addition to the complex behaviors of macromolecules, both the 

GHK equation and the Poisson-Boltzmann were developed for monovalent ions, and may 

not reflect the behaviors and effects of more complex species [280, 305].  

Nevertheless, such models are the best way to approximate LJP transport behavior. Until 

new models of polyelectrolyte behavior are developed, simple modifications to the 

parameters of DNA transport allow these COMSOL models to better represent empirical 

measurements. This adjusted model could then potentially be used to predict DNA 

transport behavior. 

Table 1: Values for the LJP transport models. Most mobility values are derived from diffusivities using the 

Einstein-Smoluchowski relation (   
    

 
). Charges on PEI were calculated for pH 7.5, though differing pKa 

values were found. 

ion Charge, z mass Diffusivity, D electrophoretic source 
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(g/mol) (
  

 
) mobility, µ( 

  

   
) 

 

H+ +1 1 2.57x10-9 1.00x10-7  

Na+ +1 23 1.33x10-9 5.19x10-8 [306] 

Cl- -1 35.4 2.03x10-9 7.91x10-8 [307] 

SO4
2- -2 96.1 1.03x10-9 8.0x10-8 [306] 

Tris +1 121.1 6.7x10-10 2.6x10-8 [308] 

HEPES -1 238.3 3.75x10-10 1.46x10-8 [309] 

AMPSO -1 227.2 3.7x10-10 1.4x10-8 [310] 

Fluorescein -2 332.3 2.7 x 10-10 1.0x10-8 [311] 

PEI +366 25k 1x10-11 3.2x10-8 [103] 

Plasmid 

DNA 

-11514 3.8 m 2x10-12 3.3x10-8 [102, 312-

313] 

Oligo DNA -44 14.8k 7.7x10-10 3x10-8 [314] 

 

A 1D, time-dependent model was used to approximate the LJP across a simple interface in 

COMSOL 3.5a. The domain consisted of a 200 µm line, with 100 nm spacing between nodes 

near the interface at the center, increasing to 2 µm at either side, for a total of 925 

elements. No transverse convection was considered, and though the experimental system 

was pressure driven flow in a smooth channel, the effects of the Poiseuille flow profile and 

Taylor dispersion were ignored for simplicity. The solutes included were any analytes 

(fluorescein or DNA), buffer species, counterions, and H+, and were considered to move only 

via the Nernst-Planck equation (Equation 20). Equilibrium interactions were included for 

all buffer species to account for possible pH effects at the interface. A simple PDE mode was 
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set up to calculate the potential field from all charged species, and included a damping 

factor to reduce the floating potential, as the system included neither a fixed ground nor a 

specified change in potential over time (Equation 19). The boundaries were considered to be 

non-interacting: symmetry for the solutes, and zero electric field (Neumann). As the 

potential was vastly larger in magnitude than the other species, and the solutes varied in 

their diffusivities and mobilities, a tolerance was set for each variable to allow the solver to 

handle large changes in potential while limiting instabilities in the concentration profiles. 

The small size of the model only had 20k degrees of freedom, but the inherent instability 

forced small step sizes, and the time to compute each model ranged from 30 s to 4 hours. 

Transport of monovalent species: fluorescein 

The system used by Munson to observe LJP-induced transport was 9 µM fluorescein in 0.13 

mM AMPSO, pH 9.4, flowing in a 1.4 mm wide, 10 µm deep silicon channel beside a stream 

of either 1 m NaCl or Na2SO4, also in AMPSO, at low flow rate (125 nL/s) [279]. The 

experiments were re-created in a PDMS device with a channel 400 µm wide, 75 µm deep, 

and 25 cm long, using a tabletop syringe pump for 1 µL/s total flow. 

Applying the GHK equation (Equation 16) to the system, NaCl has a 4.72 mV potential, 

and Na2SO4 produces 2.85 mV in the opposite direction. Over a separation of 10 µm, this 

corresponds to an electric field strength of several hundred V/m in each case. Because the 

potential in the COMSOL model is not explicitly defined (e.g. there is no constant potential 

defined in the system, and floating values are only damped artificially), analyzing the 

gradient of potential—the electric field strength—is the most robust measurement. Though 

the peak value at 100 ms, at which point the potential separation appears to be 

approximately 10 µm, is double that estimated by GHK, the mean value is in agreement 

(Figure 59). Furthermore, the concentration profiles also match well, despite the possible 
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effects of dispersion (Figure 60-Figure 65). Quantitative transport across the fluid interface 

is also similar between the experiments (Figure 66) and COMSOL models (Figure 67). 

 

Figure 59: Electric field, at 100 ms intervals from 100 ms to 1 s, from the COMSOL model of 1 m NaCl in 0.13 

mM AMPSO, pH 9.4. When species have diffused about 10 µm, the mean field strength predicted by Equation 

16 is 472 V/m. 
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Figure 60: Diffusion of fluorescein in a 400 µm channel. 

 

Figure 61: COMSOL model of fluorescein diffusion. Times correspond to data points from wet experiments. 
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Figure 62: Experimental data of fluorescein transport in an enhancing LJP, generated by 1 M NaCl. 

 

Figure 63: COMSOL model of fluorescein transport influenced by an LJP, generated by 1 M NaCl. Times match 

the data collection points of the experiments. 
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Figure 64: Experimental data of fluorescein transport in a retarding LJP generated by 1 m Na2SO4. 

 

Figure 65: COMSOL model of fluorescein transport with a retarding LJP, generated by 1 m Na2SO4. The time 

points match the data collection points of the experiment. 
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Figure 66: Fraction of fluorescein crossing the channel midline by diffusion, and under the influence of liquid 

junction potentials generated by 1 m NaCl or 1 m Na2SO4 on the other side of the channel. 

 

Figure 67: Fluorescein transport across midline in COMSOL models of diffusion, and of transport by liquid 

junction potentials. Times correspond to data collection points from wet experiments. 
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differences could be due to the electroneutrality assumption, not used in the COMSOL 

model, or, more likely, in the size and placement of the time steps of the model. 

Nonetheless, these results show that the COMSOL model is a good representation of the 

forces and behaviors caused by the LJP for systems of small ions. 

 

 

Figure 68: Comparison of LJP transport effects computed by MATLAB [279] and COMSOL models to published 

experiments. 
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an LJP is to experimentally observe such a system, and adjust the model to match. That 

model will then be an acceptable approximation of DNA transport in similar systems. Until 

the transient electrophoretic of DNA is better understood, this is the most practical 

approach. 

The transport of both plasmid and oligo DNA was measured in a PDMS device with a 

channel 300 µm wide, 75 µm deep, and 250 cm long. 40 µg/ml DNA labeled with 5.3 µg/ml 

ethidium bromide, a concentration sufficiently low as to not significantly affect total charge, 

was flowed alongside blank buffer at 1 µL/s total flow rate. The buffers carrying the DNA 

and the blank stream were varied to create different potentials, but all were at pH 7.5. 

 DNA carrier solution Blank buffer 

No LJP (diffusion only) 10 mM HEPES 10 mM HEPES 

Enhancing LJP 10 mM HEPES 10 mM Tris 

Retarding LJP 10 mM Tris 10 mM HEPES 

Table 2: Experimental solution pairings to generate an LJP to affect transport of DNA. 

DNA transport was substantially affected by the buffer-induced LJP, with the primary 

difference between oligo DNA and the larger plasmids being the lower magnitude of 

diffusion revealing a blunt interface for the larger plasmids, which is evidence of the 

relative magnitude of electrophoretic transport (Figure 69-Figure 71, Figure 77-Figure 79). 

Unlike the fluorescein experiments, the retarding setup (Table 2) moves the DNA away 

from the interface. Because little crosses the fluid interface or channel midline, a better 

measure of DNA transport is the spatial displacement of the DNA, considered here by 

monitoring the location of 50% of maximum initial intensity. The effects of the LJP were 

remarkably similar between oligo and plasmid DNA (Figure 75, Figure 83), though overall 
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transport induced by the LJP was slightly higher for plasmids, reflecting the higher 

electrophoretic mobility (Table 1). 

Given that the steady-state electrophoretic mobilities of both plasmid and oligo DNA are 

well-characterized, including the effects of salt and many buffers [145-146], it is likely that 

the primary issues of modeling DNA transport in a transient electric field are time-

dependent. However, attempts to modify the effective mobility within COMSOL to develop 

over a few hundred ms were not sufficient to match the experiments (not shown). However, 

it did improve the performance of the model for short times, without significantly affecting 

the solution over longer time scales (>500 ms), and was implemented for all further models. 

The effective transport in the experiments were best matched by a simple reduction in 

overall mobility by >50%, to 1.5 x 10-8 
  

  
 for both forms of DNA. With this modification, 

concentration profiles (Figure 72-Figure 74, Figure 80-Figure 82) qualitatively matched 

experiments, and the quantitative deflection of the interface (Figure 76, Figure 84) agreed 

as well.  

As the typical time scales of any intramolecular and intermolecular interactions are ns - 

ms, it is unlikely that this apparent low mobility is the result of counterion shielding or 

intramolecular rearrangements [138, 144]. Instead, it is probably an artifact of the 

experiment setup and the geometric simplicity of the model. Though the flow is laminar (Re 

= 3.3), residence time in the channel is about 5 s, which implies that Taylor dispersion is 

likely significant [315]. Thus, a 2D model to take the Poiseuille flow profile into account 

would be a better reflection of the forces in the system. However, the challenges of modeling 

such a complex system restrict it to the simplified 1D system, and reducing the effective 

mobility based upon empirical results may adequately describe this, and similar systems. 
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Figure 69: Diffusion of oligo DNA in uniform 10 mM HEPES, pH 7.5. 

 

Figure 70: Transport of oligo DNA in enhancing LJP. DNA was in 10 mM HEPES, blank buffer was 10 mM 

Tris, both pH 7.5. 
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Figure 71: Transport of oligo DNA in retarding buffers. DNA was in 10 mM Tris buffer, and flowed alongside 10 

mM HEPES. 

 

Figure 72: COMSOL model of oligo DNA diffusion in uniform 10 mM HEPES buffer, pH 7.5. Time points 

correspond to data collection points in wet experiments. 
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Figure 73: Transport of oligo DNA in LJP enhancing buffers. The simulation assumes the DNA is in 10 mM 

HEPES buffer, beside a flow of 10 mM Tris, pH 7.5. Times correspond to data intervals from wet experiments. 

 

Figure 74: COMSOL model of oligo DNA transport in retarding buffers. The DNA is in 10 mM Tris, alongside a 

blank buffer flow of 10 mM HEPES, pH 7.5. Times selected match the locations of data collection in the wet 

experiments. 
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Figure 75: Change in position of the point where c = 0.5cmax along the channel for oligo DNA under different 

LJP conditions. Error bars represent standard deviation (n = 3) 

 

Figure 76: Deviation in the position of c = 0.5cmax in the transport of oligo DNA in an LJP generated by 10 mM 

HEPES and Tris buffers. 
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Figure 77: Transport of plasmid DNA by diffusion in uniform 10 mM HEPES, pH 7.5 

 

Figure 78: Transport of plasmid DNA in LJP enhancing buffers. The buffer carrying the DNA is 10 mM HEPES, 

while the blank fluid is 10 mM Tris, pH 7.5. 
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Figure 79: Transport of plasmid DNA in LJP retarding buffers. The DNA is in 10 mM Tris, flowing alongside 10 

mM HEPES, pH 7.5. 

 

 

Figure 80: COMSOL model of plasmid DNA diffusion in uniform 10 mM HEPES buffer, pH 7.5. Times 

correspond to the location of data collection in the wet experiments. 
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Figure 81: COMSOL model of LJP-enhanced transport of plasmid DNA. DNA is assumed to be in 10 mM 

HEPES buffer, next to 10 mM Tris, pH 7.5. Times correspond to data collection points in the wet experiments. 

 

Figure 82: COMSOL model of the transport of plasmid DNA in a retarding LJP, generated by placing the DNA 

in 10 mM Tris buffer alongside 10 mM HEPES, pH 7.5. Times shown represent the locations of data collection 

from the wet experiments. 
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Figure 83: Change in the position of c = 0.5cmax for plamsid transport experiments. Error bars represent 

standard deviation (n = 3) 

 

Figure 84: Change in the position of c = 0.5cmax from COMSOL models of plasmid transport in an LJP generated 

by 10 mM HEPES and Tris buffers. Time points correspond to locations in wet experiments.  
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mV field expanded to that scale in only 10 ms (Figure 86, Figure 85). This is due to the 

acceleration of transport of all species by the greater field strength, and the greater 

mobility imbalance between ion pairs. Furthermore, a slight asymmetry in the field, with 

greater expansion on the side containing Tris, reflects the slightly larger imbalance of 

diffusion (Table 1) and greater charge density of that solution. Moreover, the magnitude of 

peak field strength is slightly greater in the enhancing case than in the retarding case, 

indicating a small contribution by DNA not suggested by the GHK estimate. 

 

Figure 85: Electric field in the COMSOL model of plasmid DNA in an enhancing LJP. Traces represent 10 ms 

intervals from 10 ms to 500 ms. 
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Figure 86: Electric field strength in COMSOL model of plasmid in a retarding LJP. Traces represent 10 ms 

intervals from t = 10 ms to t = 500 ms. 

Impact of the LJP on DNA complexation  

Given that the DNA/PEI complexation is transport-limited, use of the LJP to increase 

transport is a logical method to accelerate the interaction.  

Because the LJP is most powerful over short length scales, it can be used to modify the 

performance of a mixer, in which length scales are reduced to homogenize concentrations. 

When the LJP of HEPES and Tris is combined with the advection of the SHM, a small, but 

measurable change in the mixing can be detected by fluorescence (Figure 87). Because the 

length scale within the mixer is reduced so rapidly, the complexation still takes place 

predominantly between 2 and 4 mixing cycles. It is interesting to note, however, the 
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difference in COV (Figure 88). From the inlet to beyond the first cycle of mixing, there is 

little difference between the three traces, as the fluid horizontal layers develop in the fluid 

to reduce the variation in fluorescence intensity, but overall, the mixing remains poor and 

little interaction occurs. However, as the mixing continues, the COV of the enhancing 

buffers increases, as the transport accelerates the complexation, reducing the fluorescence 

signal predominantly in the thin horizontal layers. The retarding buffers, on the other 

hand, allow advection while limiting the interaction between the DNA and PEI, keeping the 

COV lower until the length scales overcome transport away from the interfaces, permitting 

interaction. Nonetheless, the PEGylation of the PEI dominated the change in mixing speed 

and complexation conditions produced by the LJP in the SHM, and no significant difference 

in size or variability was observed (Figure 89).  

 

Figure 87: Impact of the LJP on DNA/PEI complexation in the SHM. The complexation was carried out at 20 

µg/ml oligo DNA with PEG-PEI, N/P = 6, in 10 mM buffers, pH 7.5, and 1 µL/s flow in an SHM with a channel 

300 µm wide. Error bars represent standard deviation (n = 3). 
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Figure 88: Coefficient of variation (COV) in the SHM, with oligo DNA complexing with PEG-PEI, and an LJP 

modified by HEPES and Tris buffering. 

 

Figure 89: Number mean particle sizes of complexes of oligo DNA and PEG-PEI, prepared in an SHM with LJP-

modifying buffers. 
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Figure 90: Number mean particle size of oligo/PEG-PEI complexes formed in a smooth channel with LJP-

modifying HEPES and Tris buffers. 
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buffering capacity with 50% of the total concentration ionized, Tris has a greater 

contribution to the LJP with 78% ionized. While typical buffers do not vary greatly in their 

asymmetry of diffusion, and there are far more acidic buffers than basic, there is a wide 

range of possible pKa values, and, therefore, contributions to LJP at differing values of pH. 

Table 3: Ionization state of different buffers over a range of pH. The sign indicates the direction of the charge, 

while the percentage corresponds to the ionized fraction. 

pH Tris HEPES AMPSO 

6 99.1% -3.2% -0. 1% 

6.5 97.3% -9.5% -0. 315% 

7 91.8% -24.9% -0. 99% 

7.5 78.0% -51.2% -3.1% 

8 52.9% -76.8% -9.1 

8.5 26.2% -91.3% -24.0% 

9 10.1% -97.1% -50.0% 

9.5 3.4% -99.1% -76.0% 

10 1.1% -99.7% -90.9% 

 

Because HEPES transitions from neutral to anionic at pH 7.5, Tris from cationic to neutral 

near pH 8.0, and AMPSO from neutral to anionic at pH 9.0, a combination of these three 

buffers can produce a broad range of potential differences over the pH range from 6.0 to 

10.0. A mixture of 10 mM Tris and 15 mM HEPES, against 10 mM AMPSO was selected for 

the ability to reverse the direction of the LJP, then minimize it at pH is increased (Figure 

91).  
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Experiments were carried out as before, and 75 µg/ml plasmid DNA labeled with 10 µg/ml 

ethidium bromide in the 10 mM Tris/15 mM HEPES buffer was flowed alongside 10 mM 

AMPSO in a smooth channel, and concentration profiles were assessed by fluorescence. The 

results show a trace nearly identical to the GHK estimates of potential (Figure 92), 

consistent with the hypothesis that the LJP-generated potential is the dominant transport 

force for plasmid DNA in this system. 

 

Figure 91: Magnitude of the potential difference between 10 mM Tris/15 mM HEPES and 10 mM AMPSO over 

a range of pH, as estimated using the modified GHK equation (Equation 16). 
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Figure 92: Mean deviation of DNA interface, measured as c = 0.5cmax from pH-dependent LJP transport of 

plasmid DNA. Error bars represent standard deviation (n = 3). 

 

Figure 93: Relationship between field strength predicted by GHK, and measured change in the position of c = 

0.5cmax from plasmid transport experiments at 241 mm. Error bars indicate standard deviation (n = 3). 

Regression line was restricted to intercept at 0 to reflect that no mean transport is expected in the absence of 

electric field. 

Transport of plasmid DNA exhibited a linear relationship with field strength (Figure 93), 

consistent with electrophoretic motion. Due to its low diffusivity, the transport of the 

plasmid in this system is dominated by electrophoretic mobility. Furthermore, the metric 
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chosen, change in position of c = 0.5cmax, only measures the direction and magnitude of bulk 

transport, such as electrophoresis. Diffusion at an interface is random, and therefore does 

not change the mean location of the solute. The slope of the regression line reflects the 

observed mobility in the system, including the transient nature of the field, the effects of 

Taylor dispersion in the flow conditions, and any polyelectrolyte or solvent interactions. 

This information could be used to more precisely control LJP motion by selectively tuning 

the field to produce or suppress an arbitrary direction and magnitude of motion. 

Discussion 

Due to its size, DNA is slow to diffuse, and processes involving it are frequently regarded as 

transport-limited. However, because it is a highly-charged polyelectrolyte, it is extremely 

sensitive to the ionic environment, and simple buffer and pH choice can dramatically 

impact its behavior. It is likely that, through mechanisms such as counterion shielding and 

intramolecular rearrangement, the electrophoretic mobility of DNA does develop over time, 

as might its contributions to the potential field, though these effects are more likely 

measured in ms than s, and the apparent reduced mobility is an effect of Taylor dispersion. 

A 2D model of the LJP would be interesting, but is beyond current capabilities. Even the 

addition of a third buffer equilibrium to simulate the pH-dependent setup destabilized the 

model sufficiently to preclude a solution. However, some information on the effects of 

dispersion might be obtained via confocal microcopy, or use of a wider, flatter channel with 

lower flow rate to reduce Taylor dispersion, and comparisons between fluorescein, a well-

behaved electrolyte to evaluate the LJP, and ethidium-labeled DNA might reveal whether 

complex polyelectrolyte behavior has an impact over scales of ms and µm. Though nuances 

of DNA behavior may be better understood via molecule-level methods, such as nuclear 

magnetic resonance, fluorescence resonance energy transfer, surface probe microscopy, or 
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molecular dynamics simulations, or at least more rigorous determination of transient 

electrophoretic phenomena, this study demonstrates the impact of this behavior on the 

practical level of experimentation and fabrication.  

The difference in size of oligo DNA/PEG-PEI polyplexes formed in a smooth channel versus 

the SHM in Aim 1 does suggest that nucleation/growth may be a factor in the formation of 

these nanoparticles, but the size of these particles is much more significantly regulated by 

the PEGylation of the PEI. To tease out further information would require a broader range 

of two-stage mixing ratios, and more sensitive size measurement, though a system with a 

larger dynamic range (e.g. unmodified PEI) may indicate a trend. 

Another interesting application of the LJP might be to prevent aggregation within devices 

such as the SHM. Deposition of material is facilitated both by abundance of surface 

interactions within the efficient micromixer and by the shear environment around the 

grooves. However, a retarding LJP enables some degree of advection, reducing the length 

scales for diffusion of larger species, while keeping those species separate for some length of 

time. If an SHM were designed with the mixer only long enough to stir the solutions until 

the LJP collapsed, the complexation would only take place after the mixing unit, preventing 

buildup in the mixer, and only once the contents were somewhat stirred, producing a more 

even range of concentration ratios and a more uniform complexation.  

Furthermore, this work demonstrates the power of electrostatics in any interaction of 

polyelectrolytes. Simple selection of buffers may enable acceleration or delays of transport, 

allowing temporal or spatial control within a device. Inclusion of certain species may aid in 

extraction or purification in an H-filter or similar setup. While the previous work on LJP 

transport in a microchannel relied upon concentrated salts, relatively dilute buffers are 
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sufficient to generate even larger potentials, tunable by pH, and considerably more 

practical and compatible with a broader range of systems. 
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Discussion and Future Work 

Though the two devices presented here, the SHM and the SFD, do reveal much about the 

process of polyplex formation, neither is directly suitable for use for the production of 

nucleic acid therapeutics. The magnitude of surface interactions and shear lead to buildup 

on the walls of the SHM; reducing concentration further to lower the rate of accumulation 

would merely increase the run time necessary to produce a relevant quantity of 

nanoparticles. What is required to render the mixer useful is a method of preventing 

complexation during advection—which may be achievable by using a retarding LJP, and 

limiting the mixer length, though long residence times in the grooves may still lead to 

aggregate buildup and material loss. Nevertheless, the experiments do demonstrate a 

moderate dependence of size upon mixing time, and the sensitivity of the process to shear. 

The SFD, on the other hand, produced nanoparticles of significantly smaller size, with no 

observable aggregation. The disadvantage of the device is that, though the engineering 

principle is simple, the actual fabrication and operation of the device is unnecessarily 

complex. For the setup used here, only 4 µg of DNA was complexed during a 5-minute pump 

cycle, and material in the device was subject to variable conditions during the pump refill. 

These flow rate and volume issues could be overcome with a simpler design, and use of 

pumps capable of longer continuous operation (e.g. those used for HPLC). With more stable 

flow, it might be possible to use higher concentrations, which would then enable the 

processing of a few hundred µg or more of DNA, which may be suitable for laboratory use. 

However, the device does not really lend itself to scaling up, and would still be inadequate 

for commercial production.  

A biphasic strategy to confine the complexation to a low-shear zone of the device may be the 

best option to limit fouling and obtain small, uniform nanoparticles without wasting 



www.manaraa.com

 

126 

 

material. A droplet micromixer is just such a device, and has shown improved polyplexes 

relative to bulk mixing [207]. However, a comparison to other mixing methods, such as an 

SHM or straight channel, would be necessary to establish if the improvement is due to the 

low shear, or merely the controlled introduction of fluids [26, 204, 209]. And, as with all 

microdevices, a scale-up strategy is necessary to have clinical relevance. 

Though the PEGylated PEI was used primarily to limit fluorescent aggregation in the 

SHM, it clearly was a strong limiter of size. Given that it is known to both improve 

nanoparticle stability and circulation time, as well as reduce toxicity, it is clearly an 

excellent addition to polyplex formulations [29-30, 164]. However, by limiting the size, the 

DLS signal was reduced to the point that further variations in size and polydispersity were 

difficult to detect. As size is such a crucial determinant of behavior in vivo, improved 

methods and standards of size measurement are needed to better characterize 

nanoparticles [47, 127, 270, 272-273]. In the absence of a new, ultra-sensitive method, such 

formulations of small particles will need to be concentrated to obtain a sufficient signal to 

observe the impact of preparation on PEGylated systems. However, even modest 

improvements in size and variability, which may be achieved via microfluidic control, might 

result in a clinically relevant reduction in toxicity or increase in efficacy. 

Lastly, control of mixing is essentially control of transport, and, while this is classically 

approached by mechanically reducing the length scale (i.e. advection or stirring), it can also 

be achieved by passive manipulation of transport. Given that the LJP has a substantial 

effect on transport over ~ 10 µm length scales, with only the use of 10 mM conventional 

buffers, it is not difficult to imagine other ways to put the principle into use. For instance, a 

retarding LJP could be used to concentrate a charged material of interest toward one side of 

the channel. Or a channel embedded in a charged hydrogel could more effectively restrict 
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material to the channel, while the buffer and smaller ions are exchanged in rapid dialysis. 

At the very least, it shows that the behavior of even dilute charged species is complex at the 

microscale. 

 

 

Closure 

The principles presented here for the improvement of polyplex assembly have the potential 

to improve the safety and efficacy of nucleic acid therapeutics. However, they are also 

applicable to the fabrication of any polymer or liposome-based nanomedicine. Traditional 

pharmaceuticals rely predominantly upon chemistry and specific interactions, but 

nanomedicine blurs the boundary between chemicals and materials. Size is a crucial 

determinant of in vivo behavior, and a parameter of nanomedicine that deserves greater 

attention. The minute details of physical interactions, over scales of nm - µm, and times of 

ms - s are not often considered, but, in the face of nanotechnology, these scales are of 

increasing importance. Such considerations will enable safer, more effective nanotherapies, 

with the possibility of faster development and reduced cost.
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